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Code: QWalk

•Fairly easy to compile and use
•Very good at using localized basis, but 
can use blips
•Full-featured: PBCs, RMC
•~130 people on mailing list
•http://qwalk.org

http://qwalk.org
http://qwalk.org


Why does correlation matter for d-p hybridization?

Interaction of localized and 
delocalized states.
Relative energetics highly 
dependent on treatment of 
correlation

LDA: too much delocalization
HF: too little delocalization

Hartree-Fock

Hybrid DFT

Wagner & Mitas, Chem. Phys. Lett. 370 412 (2003)
Wagner & Mitas, J. Chem. Phys. 126, 034105 (2007)



Importance of d-p hybridization in the nodes

Kolorenc, Hu, and Mitas, Phys. Rev. B 82, 115108 (2010) 

the iB8 AFM structure !space group P6̄m2", which the fixed-
node DMC simulations predicted as stable above approxi-
mately 65 GPa.48 Calculations leading to this estimate used
single-particle orbitals provided by the PBE1w=0.2 functional.
This choice was based on prior investigations9,28 and on a
preliminary version of the results we present here. In the
following, we analyze in detail how appropriate the
PBE1w=0.2 orbitals are in this case and how sensitive the
transition pressure is to variations in single-particle orbitals
in the Slater-Jastrow trial wave function.

We return back to simulation cells containing 16 atoms,
partly because the orbital optimization appears more robust
in larger cells !Sec. VI" and partly because we already ac-
quired some data in the 16-atom cells in the course of our
earlier investigations. The pseudopotential used for oxygen
atoms is identical as in the MnO calculations !Secs. V and
VI", the pseudopotential employed for iron atoms has the
same origin as the manganese pseudopotential and again re-
moves only neon-core electrons.38 The variational param-
eters in the Jastrow factor were found following the proce-
dure described in Sec. V, except that the optimization was
performed with the PBE1w=0.2 orbitals.

The optimal values for the exact-exchange weight w in
FeO are listed in Table I for experimental equilibrium vol-
ume V=20.4 Å3 /FeO as well as for two compressed states.
The optimal proportion of the exact exchange decreases with
compression, which is an expected phenomenon—the role of
screening increases as the bands widen and a larger fraction
of d electrons participates in chemical bonding.

In contrast to MnO, where B1 and B8 phases displayed
very similar behavior, the two investigated structures of FeO
differ noticeably at comparable volumes. Detailed data for
compressed FeO are shown in Fig. 3 to highlight the differ-
ences. Like in Sec. V, each total energy is obtained as an

average over eight k points. To facilitate comparison with our
previous study,48 energies corresponding to the PBE1w=0.2
orbitals are used as a reference. It can be seen that w=0.2
indeed represents a reasonable compromise value, since cor-
responding DMC energies lie within error bars from the true
minima.

In the case of the iB8 phase, the E!w" data are well de-
scribed by a quadratic function. In the B1 phase, on the other
hand, the functional dependence is asymmetric around the
minimum and a quadratic function does not provide a satis-
factory fit. To locate the minimum for Table I, we used an
alternative fitting function E!w"= !a+bw+cw2" / !d+w",
which characterizes the calculated energies much better. Fig-
ure 3 shows that the energy raises rather fast when the
exchange-correlation functional approaches the pure PBE-
GGA. It does not come as a surprise since the Kohn-Sham
spectrum is metallic in the limit w→0, which is at odds with
experimental facts. All other phases investigated here !FeO
iB8 and both MnO phases" are insulating for all values of the
weight w, and hence even orbitals close to the PBE-GGA
provide reasonable trial wave functions.

The different behavior of the DMC total energies in the
B1 and iB8 structures causes the pressure of the transition
between these two phases to depend on the used orbitals. To
roughly estimate the variation in the transition pressure, we
assume that the energy-volume equations of state of the re-
spective phases only rigidly shift along the energy axis when
the exchange weight is varied. The equations of state corre-
sponding to the PBE1w=0.2 orbitals were calculated in Ref. 48
and the corresponding shifts can be extracted from Fig. 3.
When, for instance, the PBE1w=0.3 orbitals are used, the iB8
phase is raised in energy by approximately 0.1 eV compared
to the B1 structure, which leads to the transition pressure
increased to #85 GPa. When the PBE1w=0.05 orbitals are
utilized, the iB8 phase is lowered by approximately 0.2 eV,
which corresponds to the transition pressure of only
#30 GPa. Evidently, the B1 to iB8 transition pressure is
quite sensitive to the choice of the single-particle orbitals. Of
course, the DMC method provides a definite prediction as
long as the exchange weight is individually optimized in
each phase. The pressure 65!5 GPa derived in Ref. 48 re-
mains valid as the actual DMC estimate for the B1 to iB8
transition pressure since the energies obtained with the
PBE1w=0.2 orbitals lie within error bars from the minimal
energies !Fig. 3".

VIII. OPTIMIZATION OF EFFECTIVE HAMILTONIANS

The optimization of not only the variational wave func-
tion but also of the effective one-particle Hamiltonian can be
considered in a broader context. The upper-bound property
of the fixed-node approximation offers a new opportunity for
finding optimal values of any parameters of such Hamilto-
nians in a consistent and well-defined manner. For example,
in DFT+U methods,21 the Hubbard parameter U as well as
the form of the double counting terms could be optimized in
a similar way as the exact-exchange weight in the presented
calculations. The optimized Hamiltonian can subsequently
be utilized for further calculations. We illustrate this on the

−0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.0 0.1 0.2 0.3 0.4 0.5

E
−E

w
=0

.2
(e

V
/F

eO
)

exact−exchange weight in PBE1w

~
0.

2
eV

~
0.1

eV

FIG. 3. !Color online" The DMC total energy of compressed
FeO in two phases: B1 AFM-II at V=17.3 Å3 /FeO !red squares,
solid line", and iB8 AFM at V=17.0 Å3 /FeO !blue circles, dashed
line". The lines are least square fits as described in the text. Note the
different choice of reference energies compared to Figs. 1 and 2.
Here the zero energy for each phase is the value of the correspond-
ing fit at w=0.2.
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Water interacting with graphene
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Yanbin Wu, Wagner, Ceperley, Aluru (in preparation)
Li, et al. Nat. Mat. 2013 (advanced pub)

Estimated contact angle <40o

Most experiments: ~90o

New experiment: 40o



Charge transfer errors
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A major error of DFT is the misprediction of 
the charge transfer, even at long distances.

DMC DFT



LDA+U
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Why on-site correlation doesn’t always work

LKW, J. Chem. Phys. 138, 094106 (2013)
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A simpler transition: VO2

T

103

10-1

8

1

Conductivity

Magnetic 
susceptibility

after Berglund and 
Guggenheim. Phys. Rev. 185 

1022 (1969)

RutileMonoclinic

340 K



Qualitative description of VO2

Rutile Monoclinic

Experiment
Metallic

Paramagnetic
Higher energy

Insulating
Nonmagnetic
Lower energy

LDA/GGA Metallic Metallic

Hybrid DFT
Metallic

Lower energy
Insulating

Higher energy

DFT+U Insulating Insulating

FN-DMC
Metallic

Paramagnetic
Higher energy

Insulating
Nonmagnetic
Lower energy

Huihuo Zheng, LKW (in preparation)



Summary so far

The problem of “strong correlation” is 
closely related to the problem of 
accurately simulating both localized/
delocalized systems.

This appears particularly strongly in the 
d-p hybridization.

On-site effective potentials can hack in a 
fix, but cannot describe all correlations 
accurately.



La2-xSrxCuO4 (LSCO) crystal structure
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Basics of cuprates: phase diagram

Peter Wahl. Nature Physics 8, 514–516 (2012)



Non-conventional superconductivity

Superconductivity is emergent from 
interactions

Most theoretical treatments: non-interacting 
system + some interaction.

None of these treatments is particularly 
satisfying.
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Fig. 2.4. The temperature–concentration phase diagram of La2−xSrxCuO4 (after
[137])

A much weaker decreasing of Tc was observed also in the La2−xSrxCuO4

compound at x ∼ 1/8 = 0.125, which may be explained by incipient LTO–LTT
structural transformation. The latter reveals as the softening of the Z-point
phonon in the LTO phase [137]. In the subsequent inelastic neutron scatter-
ing study of the soft Z-point phonon in a single crystal of La2−xSrxCuO4, it
was shown that at concentrations x = 0.15, 0.18 the softening of the Z-point
phonon breaks at Tc, while for lower concentrations, x = 0.10, 0.12, the soften-
ing continues below Tc [607]. This observation revealed a certain competition
between the LTO–LTT transition and the appearance of superconductivity.
Kimura et al. [607] also observed an incommensurate splitting of the central
peak along the [1, 1, 0] direction in the HTT phase at temperatures much
higher than the HTT–LTO transition Ts1 = 240 (125)K at x = 0.12 (0.18).
The central peak originates from atomic displacements in the HTT phase and
it is usually considered as a precursor of short-range order of the LTO phase.
Its incommensurate splitting 2ε ∼ 0.24 r.l.u. (reciprocal lattice units) implies
that incipient lattice modulation appears at very high temperature which may
be coupled with the incommensurate spin modulation (see Sect. 3.2.4).

In a subsequent series of elastic neutron scattering measurements by Fujita
et al. [363] on 1/8-hole doped La1.875Ba0.125−xSrxCuO4 (LBSCO) single crys-
tals with x = 0.05, 0.06, 0.075, and 0.085, it has been shown that the CDW
order in the LTT phase is responsible for the suppression of superconductivity.

“High temperature cuprate 
superconductors” N. Plakida

Michael Norman
Physics 1, 21 (2008)



Challenge of strongly correlated materials
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•3 degrees of freedom in many 
materials

•up to 3-body interactions

•experiments usually probe 
only 1 degree of freedom

•opportunity for computation



Computational details

FN-DMC

Most are with small supercell
Checks for larger size cell

Twisted boundary conditions

timestep=0.01 Hartrees-1

PBE0 trial orbitals (semi-optimized)
CRYSTAL/QWalk

Explicit La substitution for 0.125 doping



Estimating J in cuprates

 

 

 

 




 




 

 

 

 

 




 




 Spin anti-aligned 
(AFM)

Spin aligned (FM)

J / E(FM)� E(AFM)
For 

Heisenberg 
model:



Numerical comparison to experiment

Very accurate results: no parameters!

2

Quantity FN-DMC Experiment

J (eV) 0.14(3) 0.12

Magnetic moment of Cu (Bohr) 0.6 0.6

Quasiparticle gap (eV) 2.0(3) 2.2

B1g phonon frequency (meV) 36(2) 40-42

A1g phonon frequency (meV) 46(2) >42

TABLE I: Validation of the first-principles FN-DMC calcula-
tion.

to a 2x2x2 k-grid are used to reduce finite size errors. We
estimate the magnetic coupling from the energy di↵er-
ence between the spin-aligned (FM) and spin-anti-aligned
states. The spins are set as in Fig 1. If the Heisen-
berg model is accurate for the spins, as in the case of
the undoped cuprate, we estimate the parameter J . The
gap is calculated using the electron addition-subtraction
method, where E

g

= E
n+1 + E

n�1 � 2E
n

, where n is
the number of electrons in the cell. We were not able to
fully converge the finite size errors in the gap for com-
putational reasons. These are typically larger than the
magnetic energetics, which always involve the energy dif-
ference between cells of the same charge. The phonon
frequencies are estimated by fitting a quadratic potential
to the energy as a function of the phonon coordinate and
using the harmonic approximation. We checked the finite
size errors by expanding to a 2

p
2⇥2

p
2⇥1 and 2⇥2⇥2

supercells and calculating the magnetic coupling, finding
no change within statistical uncertainties. We thus be-
lieve that the finite size errors are small for the magnetic
energetics.

III. COMPUTATIONAL RESULTS

In Table I, we present the comparisons between our
calculations and nominal experimental results. In general
we find excellent agreement between the two, except in
the case of the quasiparticle gap, which likely su↵ers from
some finite size errors.

Since this is the first time such detailed calculations of
the first-principles electronic structure of a cuprate have
been presented, we will first discuss some general com-
ments on the electronic structure. One striking aspect of
the electronic structure is that the compressibility of the
copper atoms in Fig 4 is higher for the low-spin electrons
on the copper ions. This is consistent with Hund’s rule;
that is, creating a Cu ion with net magnetic moment 2 is
less expensive energetically than creating a Cu ion with
magnetic moment 0. The exchange interaction thus has
much to do with the hybridized orbitals between the Cu
and O atoms, which explains the abnormally large anti-
ferromagnetic coupling seen in the cuprates.

When the system is doped, the exchange coupling is
no longer well-described by a Heisenberg model at 25%
doping. If an " electron is removed, then the Cu spins
can align in the " direction with a cost that is within

FIG. 2: (a) Estimated magnetic coupling J versus the doping
percentage for FN-DMC and hybrid DFT functional PBE0.
For hole doping ratios of 0.0625 and 0.125, explicit Sr atoms
are used. Note that the qualitative trends are well reproduced
in the hybrid DFT. (b) Changes in the charge and the site
compressibility on introducing 25% doping in La2CuO4.

stochastic uncertainties of zero. On the other hand, the
Cu spins cannot align in the # direction without paying
an energetic cost that is similar to the undoped case. The
former observation has been checked with explicit doping
of La at 12.5% doping, with the same result. Therefore,
we can see that one hole can deactivate the exchange
coupling for many spins.
The overall behavior of the charge-spin coupling is rem-

iniscent of the Zhang-Rice singlet[22], in that the low-spin
solution is low energy. The long range of the charge-spin
interaction indicates that the Zhang-Rice singlet to Hub-
bard model might be too much of an approximation, since
there are many spin configurations that are disallowed by
the Hubbard model but of zero energy cost according to
first principles. However, the relatively long range of the
interaction (to next-nearest neighbors) suggests that the
Zhang-Rice singlet to Hubbard model might be too much
of an approximation, since there are many spin configu-
rations that are disallowed by the T-J model but of zero
energy cost.
The origin of the spin-charge coupling can be extracted
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scaling is not simply the close proximity of a quantum
critical point.

2.2 High-energy spin fluctuations
Measurements of the complete dispersion across the entire

Brillouin zone provides a direct measure of the spin
Hamiltonian. While measuring the low-energy spin response
and the velocity of spin-waves gives the strength of nearest
neighbor interactions, it is only a complete measure of the
dispersion near the magnetic zone boundary that provides
definitive information on the strength of higher order
interactions. Measurements of the low-energy spin response
on single layer La2CuO4 and bilayer YBa2Cu3O6 were first
conducted using thermal triple-axis spectrometers but were
limited in the energy range which could be covered.

High energy measurements on LSCO and YBCO were
first conducted on hot reactor neutron sources.34) These
measurements were able to successfully observe the spin-
wave velocity and to observe the presence of an optic mode
in the bilayer YBCO system. Definitive studies of the spin-
wave velocity were later made use spallation neutrons which
allowed measurements in excess of 100 meV in energy
transfer to be conducted. Early measurements by Hayden
et al. at ISIS on La2CuO4 and YBa2Cu3O6 found nearest
neighbor exchange constants of about 125 meV, consistent
with triple-axis work done at low-energies. However, these
early studies were not able to obtain data near the magnetic
zone boundary and it was only more recently that Coldea
et al. were able to measure the dispersion in La2CuO4 across
the entire Brillouin zone.37) These experiments found
the dispersion around the magnetic zone boundary to be
anisotropic and characteristic of a ferromagnetic next-
nearest exchange. An alternate explanation in terms of a
ring exchange term was postulated. The spin-wave disper-
sion and intensity as a function of momentum transfer
throughout the magnetic zone is shown in Fig. 3. The
solid lines are calculations based on linear spin-wave theory
with nearest neighbor exchange interactions of J ¼ 112" 4
and next-nearest J0 ¼ #11" 3 meV.

Measurements of the high-energy dispersion in the super-
conducting state were first conducted by Hayden et al.
with later experiments studying the dispersion in YBCO by
Arai et al.35,36,38) Further work on LBCO, YBCO, and LSCO
was conducted using improved instrumentation on the
MAPS spectrometer at the ISIS spallation source.39–42) The
dispersion and integrated intensity as a function of energy
transfer is plotted in Fig. 4 for superconducting Ortho-II
YBCO6:5 and in Fig. 5 for LBCO. The magnetic response in
YBCO consists of both optic and acoustic modes resulting
from the fact that it is a bilayer system with two Cu2þ ions
in each unit cell. In our discussion we will focus on the
acoustic mode only. The data for the acoustic scattering
show two energy scales, a low energy region where the
dispersion is characterized by incommensurate scattering
with an almost infinite slope and a high-energy scale where
the excitations disperse with increasing energy. Measure-
ments on optimally doped YBCO6:85 have been conducted
by Pailhes et al.43) and show a very similar dispersion to
measurements conducted in the underdoped region of the
phase diagram.

The experiments focused on the high-energy excitations

have provided much new information on the spin spectrum
and helped to clarify previous apparent differences between
the bilayer YBCO and monolayer LSCO systems. The
measurements conducted on LBCO and LSCO show that the
low-energy incommensurate scattering do meet at a reso-
nance energy which in LBCO is at about 50 meV. This is
larger than the energy of the resonance peak in the YBCO
cuprates and shows that the resonance peak is not directly
related to the pairing boson in the cuprates as it does
not scale with the critical temperature. We note that the
resonance peak has also been observed in the cuprates
Bi2Sr2CaCu2O8þy and Tl2Ba2CuO6þy illustrating that it is
indeed a common feature amongst the cuprate supercon-
ductors.44–46) It is currently a topic of considerable debate
whether or not the resonance peak comprises enough
spectral weight to be associated with the pairing boson.47,48)

These measurements conducted on several different
cuprates over a broad range of superconducting hole dopings
show a remarkably consistent dispersion with two distinct
energy scales and the resonance defining a cross-over point
(Figs. 4 and 5). The low-energies are characterized by
incommensurate scattering with an anisotropic lineshape in
momentum which meet at the resonance energy. At higher
energies, the scattering disperses in a manner similar to that
measured in the insulating cuprates with a much reduced
spin-wave velocity indicative of a significant weakening of
the nearest neighbor super-exchange. Whether or not the
momentum lineshape at high-energies is closer to a circle
or square is currently not resolved. However, Tranquada
et al.41) and Stock et al.39) have shown that the spectral

La2CuO4, T=295 K

Fig. 3. The full dispersion of the magnetic excitations in insulating
La2CuO4 across the entire Brillouin zone. The anisotropy around the zone
boundary is indicative of strong next nearest neighbor interactions. The
data are taken from Coldea et al.37)
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weight at high-energy transfers (Figs. 4 and 5) is similar to
that measured in the insulator and therefore the high-energy
spin excitations appears to be more consistent with spin-
wave type excitations. The recent measurements on the
high-energy dispersion of the cuprates have revealed a
general dispersion which is common among the monolayer
and bilayers systems and possibly to all cuprates. It will
be important for new theories to explain and model this
and to explain its difference from the behavior in the
insulator.

3. Discovery of Diagonal Spin Density Modulation

In the previous section the underlying spin dispersion was
discussed throughout the underdoped region of the phase

diagram. The magnetic spectrum in the superconducting
state is clearly very different to that of the antiferromagnetic
insulator. The incommensurability, which defines the low-
energy spectrum, is directly related to the superconductivity
and scales simply with the doping. In this section, the
transition from an antiferromagnetic insulator to a super-
conductor with incommensurate magnetic fluctuations is
discussed in detail and the origin of the incommensurate
ordering is examined through impurity doping.

The linear relation ! ¼ x in the underdoped superconduct-
ing (SC) phase49) and the sharp incommensurate (IC) elastic
peaks observed in the vicinity of x ¼ 0:1250) triggered a
systematic exploration of spin correlations in the spin-glass
(SG) phase. How does the incommensurability disappear
towards the undoped insulating phase? Does the sharp IC
elastic peaks exist in the wider doping region down to the
SG phase?

In order to answer these questions Wakimoto et al.
revisited the spin correlations in the SG phase near the
SC-SG boundary where they discovered a new type of spin
density modulation by elastic scattering.51) We call it a
diagonal spin density modulation (D-SDM) because of the
IC peak positions are rotated by 45" in reciprocal space
about ð";"Þ from those observed in the SC phase. Therefore,
the modulation runs along the direction diagonal to the
Cu–O bonds in CuO2 planes, in contrast to the direction in
the SC phase which is parallel/perpendicular to the Cu–O
bonds. For the latter, we call the modulation in the SC phase
a parallel spin density modulation (P-SDM) to distinguish
the two types of spin modulation.

One more important discovery by Wakimoto et al.52) was
the one-dimensionality of the D-SDM. In general, due to the
orthorhombic symmetry, crystals contain multiple domains,
however, they were fortunate to study a crystal with just two
domains, A and B. A single pair of IC peaks was observed,
and it was possible to uniquely associate them with
domain A. As shown in Fig. 6, it turned out that the

Fig. 4. The magnetic dispersion and integrated
weight for YBCO6:5 is plotted as a function of
energy transfer. The dotted line in the right hand
panel represents the spectral weight expected for the
insulating cuprates. The data are taken from Stock
et al.39)
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Spin-lattice coupling
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Some lattice degrees of freedom depend on the 
magnetic state strongly!
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Origin of the strong spin coupling
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d-p hybridization important!



Why doping changes the spin spectrum

AFM FM

Hole sits mostly on the oxygen: removes 
spin coupling



The difference between the A1g and B1g 
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The charge density
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B1g mode has a 
dramatically 

different charge 
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Summary

Correlation affects d-p hybridization

1-particle orbitals with good d-p hybridization-
>good FN-DMC results

In cuprates, d-p hybridization is cause of:
•strong AFM coupling
•spin-lattice coupling
•doping-dependence 
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