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(a) (b)

FIG. 1. (Color online) Water adsorption structures considered.
(a) The two-leg structure shown from the side (top) and from above
(bottom). (b) The one-leg structure shown from the side (top) and
from above (bottom). For clarity only a small part of the periodic
simulation cell is shown.

single and double excitations plus a perturbative correction
for connected triples [CCSD(T)] extrapolated to the complete
basis set limit to within 3 meV. The RPA calculations have been
performed using the Vienna Ab-initio Simulation Package
code, projector-augmented wave potentials and an energy
cutoff of 30 Ry. The technical parameters are otherwise similar
to recent work on graphite.15 As a test of RPA on this type
of system, calculations were performed for water-benzene
finding agreement with Ref. 19 to within 10 meV.

Figure 2 summarizes the binding energy curves for water
on graphene obtained with DMC, RPA, and various xc
functionals. Results from two adsorption structures previously
discussed in the literature5,7–9,11,12 are reported. In one struc-
ture, referred to as one leg, one of the OH bonds is directed at
the surface [Fig. 1(b)]. In the other structure, referred to as two
leg, the water is located over the center of a hexagon ring with
the two hydrogens equidistant from carbon atoms. The details
of the adsorption structure and the adsorption energy Eads

20 at
the minimum of each adsorption energy curve (when there is
one) for the various xc functionals are also given in Table I.

We first discuss the DMC results. About 10 adsorption
structures over a range of oxygen heights from 3.0 to 7.2 Å
have been computed. Due to the enormous computational cost
of DMC, it is not feasible to obtain binding curves with small
enough statistical error bars on each data point that allow the
precise equilibrium height and exact Eads to be determined.
Nonetheless, it is clear that Eads for the two-leg structure is
about −70 meV and for the one-leg structure around −60 meV,
with the equilibrium height in each case ∼4.0 Å. For both
structures, there is a small dip in the binding energy at 6.0–
6.5 Å. The origin of this putative minimum is unclear; it may be
due to statistical errors or to the presence of a second shallow
minimum at large water-graphene distance.

The RPA calculations were initially performed in the 5 × 5
unit cell, yielding Eads of −81 and −77 meV for the one-leg
and two-leg structures, respectively, in good agreement with
DMC. The main difference from DMC is a slight shift
towards smaller water-graphene distances and the absence
of the shallow minimum at large distances. To converge the

TABLE I. Adsorption energy Eads and height (O-graphene
perpendicular distance) for the one- and two-leg configurations of
water on graphene (see Fig. 1) with various methods. For DMC an
error bar of ∼10 meV is also given based on the range of values
obtained at the broad minimum of the DMC binding energy curve.
RPA values in parenthesis are for the 5 × 5 unit cell, the others are
obtained with a combination of 2 × 2 and 8 × 8 unit cells for the
correlation and Hartree-Fock energies, respectively, as described in
the text. BLYP and B3LYP yield purely repulsive binding energy
curves (Fig. 2) and so are not reported here.

Two leg One leg

Approach Eads (meV) Height (Å) Eads (meV) Height (Å)

DMC −70 ± 10 3.4-4.0 −70 ± 10 3.4-4.0
RPA −98 (−77) 3.42 −82 (−81) 3.55
LDA −151 3.04 −139 3.15
PBE −27 3.65 −31 3.65
PBE0 −23 3.62 −27 3.66
revPBE −4 4.66 −7 4.42
PBE-D −90 3.35 −87 3.45
BLYP-D −90 3.35 −87 3.47

results with respect to Brillouin zone sampling, we performed
additional calculations for a 4 × 4 cell using 2 × 2 × 1 k points
and a 2 × 2 cell with up to 8 × 8 × 1 k points. The changes of
the correlation energy upon adsorption of water are identical to
within 5 meV for the 4 × 4 and 2 × 2 cell, if identical k-point
spacings are used. This indicates that correlation energy
differences are fairly independent of coverage. Although the
same is not observed for other contributions to the total energy
(kinetic, Hartree, and exact-exchange energy), we can obtain
very accurate results by combining the correlation energies
for a 2 × 2 cell using 8 × 8 × 1 k points with the Hartree–Fock
energy evaluated for a larger 8 × 8 cell and 2 × 2 × 1 k points
(Table I). Further test calculations indicate that these results
are converged to better than 10 meV. The differences to the
straightforward 5 × 5 calculations (applying the ! point only)
depend on the orientation of the H2O molecule. For the two-leg
structure, the 5 × 5 calculation underestimates the binding
energy by 20 meV, whereas for the one-leg structure the results
for the 5 × 5 unit cell are practically identical to the more
accurate results. Since k-point convergence is expected to be
similar for RPA and DMC, we expect that the converged DMC
binding energy for the two-leg structure is about −90 meV.

The RPA correlation energy is sufficiently smooth to
analyze its analytical behavior. As expected for the interac-
tion between an insulating (or semiconducting) sheet and a
molecule, the correlation energy is, to a good approximation,
proportional to 15 eVÅ4/(d-0.25 Å)4, where d is the distance
between the O atom and the graphene slab; the center of
polarizability of the water molecules is obviously shifted
towards the H atoms. Due to the large supercell and the
limited vacuum width, analysis at very large distances, as
done for graphite,15 is presently not possible. However, at
the intermediate distances considered here, a simple pairwise
additive R−6 potential between individual carbon atoms and
the water molecule is compatible with the calculated 1/d4

behavior. This suggests that the use of a pairwise additive
C6R

−6 (where R is distance between two atoms) correction
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more realistic geometrical structures. The DFT–SAPT results
are also used to assess various methods for including dispersion
effects in DFT calculations.

2 Theoretical methods

The coronene, HBC, and DBC acenes used in this study are
depicted in Fig. 1. For each of the acenes, including benzene,
all CC bond lengths and CCC angles (1.420 Å and 1201,
respectively) were taken to match the experimental values for
graphite.30 The dangling bonds were capped with hydrogen
atoms with CH bond lengths and CCH angles of 1.09 Å
and 1201, respectively. This facilitates extrapolation of the
interaction energies to the limit of a water molecule interacting
with graphene. The geometry of the water monomer was
constrained to the experimental gas phase geometry (OH bond
length of 0.9572 Å and HOH angle of 104.521).31 The water
molecule was placed above the middle of the central ring, with
both hydrogens pointing towards the acene, as shown in
Fig. 2. Note that this is a different water orientation than
used for most of the calculations reported in ref. 6. The
orientation and distance (ROX) of the water molecule relative
to the ring system were obtained from a series of single-point
DFT–SAPT calculations on water–coronene. These calculations
give a minimum energy structure with the water dipole oriented
perpendicular to the acene ring system, and an oxygen–ring
distance of 3.36 Å, which is close to that obtained in prior
theoretical studies of water–coronene.5,32–35 However, the
potential energy surface is quite flat (our calculations give an
energy difference of only 0.02 kcal mol!1 between ROX = 3.26 Å
and 3.36 Å), and thus small geometry differences are relatively
unimportant.

The DFT–SAPT method, and the closely related
SAPT(DFT) method of Szalewicz and coworkers,36 evaluate
the electrostatic and exchange–repulsion contributions using
integrals involving the Coulomb operator and the Kohn–Sham
orbitals, and are thus free of the problems inherent in evaluating
the exchange–repulsion contributions using common density
functionals. The induction and dispersion contributions are
calculated using response functions from time–dependent
DFT. In the present study, the calculations made use of the
LPBE0AC functional,25 which replaces the 25% exact Hartree–
Fock exchange of the PBE0 functional37 with the localized

Hartree–Fock exchange functional of Sala and Görling38 and
includes an asymptotic correction. In general, DFT–SAPT
calculations give interaction energies close to those obtained
from CCSD(T) calculations.39,40 For more details, we refer the
reader to ref. 23.
The DFT–SAPT calculations were carried out with a

modified aug–cc–pVTZ basis set in which the exponents of
the diffuse functions were scaled by 2.0 to minimize convergence
problems due to near linear dependency in the basis set. In
addition, for the carbon atoms the f functions were removed
and the three d functions were replaced with the two d
functions from the aug–cc–pVDZ basis set. Similarly, for the
acene hydrogen atoms the d functions were removed and the
three p functions were replaced with the two p functions from
the aug–cc–pVDZ basis set. The full aug–cc–pVTZ basis set
with the diffuse functions scaled by the same amount as the
acene carbon and hydrogen atoms was employed for the water
molecule. For water–benzene, the DFT–SAPT calculations
with the modified basis set give an interaction energy only
0.05 kcal mol!1 smaller in magnitude than that obtained
with the full, unscaled, aug–cc–pVTZ basis set. Density fitting

Fig. 1 Acenes used in the current study.

Fig. 2 Geometry used in the current study, illustrated in the case of

water–benzene.
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more realistic geometrical structures. The DFT–SAPT results
are also used to assess various methods for including dispersion
effects in DFT calculations.

2 Theoretical methods

The coronene, HBC, and DBC acenes used in this study are
depicted in Fig. 1. For each of the acenes, including benzene,
all CC bond lengths and CCC angles (1.420 Å and 1201,
respectively) were taken to match the experimental values for
graphite.30 The dangling bonds were capped with hydrogen
atoms with CH bond lengths and CCH angles of 1.09 Å
and 1201, respectively. This facilitates extrapolation of the
interaction energies to the limit of a water molecule interacting
with graphene. The geometry of the water monomer was
constrained to the experimental gas phase geometry (OH bond
length of 0.9572 Å and HOH angle of 104.521).31 The water
molecule was placed above the middle of the central ring, with
both hydrogens pointing towards the acene, as shown in
Fig. 2. Note that this is a different water orientation than
used for most of the calculations reported in ref. 6. The
orientation and distance (ROX) of the water molecule relative
to the ring system were obtained from a series of single-point
DFT–SAPT calculations on water–coronene. These calculations
give a minimum energy structure with the water dipole oriented
perpendicular to the acene ring system, and an oxygen–ring
distance of 3.36 Å, which is close to that obtained in prior
theoretical studies of water–coronene.5,32–35 However, the
potential energy surface is quite flat (our calculations give an
energy difference of only 0.02 kcal mol!1 between ROX = 3.26 Å
and 3.36 Å), and thus small geometry differences are relatively
unimportant.

The DFT–SAPT method, and the closely related
SAPT(DFT) method of Szalewicz and coworkers,36 evaluate
the electrostatic and exchange–repulsion contributions using
integrals involving the Coulomb operator and the Kohn–Sham
orbitals, and are thus free of the problems inherent in evaluating
the exchange–repulsion contributions using common density
functionals. The induction and dispersion contributions are
calculated using response functions from time–dependent
DFT. In the present study, the calculations made use of the
LPBE0AC functional,25 which replaces the 25% exact Hartree–
Fock exchange of the PBE0 functional37 with the localized

Hartree–Fock exchange functional of Sala and Görling38 and
includes an asymptotic correction. In general, DFT–SAPT
calculations give interaction energies close to those obtained
from CCSD(T) calculations.39,40 For more details, we refer the
reader to ref. 23.
The DFT–SAPT calculations were carried out with a

modified aug–cc–pVTZ basis set in which the exponents of
the diffuse functions were scaled by 2.0 to minimize convergence
problems due to near linear dependency in the basis set. In
addition, for the carbon atoms the f functions were removed
and the three d functions were replaced with the two d
functions from the aug–cc–pVDZ basis set. Similarly, for the
acene hydrogen atoms the d functions were removed and the
three p functions were replaced with the two p functions from
the aug–cc–pVDZ basis set. The full aug–cc–pVTZ basis set
with the diffuse functions scaled by the same amount as the
acene carbon and hydrogen atoms was employed for the water
molecule. For water–benzene, the DFT–SAPT calculations
with the modified basis set give an interaction energy only
0.05 kcal mol!1 smaller in magnitude than that obtained
with the full, unscaled, aug–cc–pVTZ basis set. Density fitting

Fig. 1 Acenes used in the current study.

Fig. 2 Geometry used in the current study, illustrated in the case of

water–benzene.
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• Finite systems: 

• SAPT(DFT)/DFT-SAPT

• Slow convergence of 
electrostatic energy

• Binding energy: 130 meV

• Infinite systems 

• DMC & RPA

• 14 Angstrom spacing

• DMC 5 x 5: -70(10) meV

• RPA 5 x 5: -77 meV

• RPA 2 x 2/HF 8 x 8: -98 meV

more realistic geometrical structures. The DFT–SAPT results
are also used to assess various methods for including dispersion
effects in DFT calculations.

2 Theoretical methods

The coronene, HBC, and DBC acenes used in this study are
depicted in Fig. 1. For each of the acenes, including benzene,
all CC bond lengths and CCC angles (1.420 Å and 1201,
respectively) were taken to match the experimental values for
graphite.30 The dangling bonds were capped with hydrogen
atoms with CH bond lengths and CCH angles of 1.09 Å
and 1201, respectively. This facilitates extrapolation of the
interaction energies to the limit of a water molecule interacting
with graphene. The geometry of the water monomer was
constrained to the experimental gas phase geometry (OH bond
length of 0.9572 Å and HOH angle of 104.521).31 The water
molecule was placed above the middle of the central ring, with
both hydrogens pointing towards the acene, as shown in
Fig. 2. Note that this is a different water orientation than
used for most of the calculations reported in ref. 6. The
orientation and distance (ROX) of the water molecule relative
to the ring system were obtained from a series of single-point
DFT–SAPT calculations on water–coronene. These calculations
give a minimum energy structure with the water dipole oriented
perpendicular to the acene ring system, and an oxygen–ring
distance of 3.36 Å, which is close to that obtained in prior
theoretical studies of water–coronene.5,32–35 However, the
potential energy surface is quite flat (our calculations give an
energy difference of only 0.02 kcal mol!1 between ROX = 3.26 Å
and 3.36 Å), and thus small geometry differences are relatively
unimportant.

The DFT–SAPT method, and the closely related
SAPT(DFT) method of Szalewicz and coworkers,36 evaluate
the electrostatic and exchange–repulsion contributions using
integrals involving the Coulomb operator and the Kohn–Sham
orbitals, and are thus free of the problems inherent in evaluating
the exchange–repulsion contributions using common density
functionals. The induction and dispersion contributions are
calculated using response functions from time–dependent
DFT. In the present study, the calculations made use of the
LPBE0AC functional,25 which replaces the 25% exact Hartree–
Fock exchange of the PBE0 functional37 with the localized

Hartree–Fock exchange functional of Sala and Görling38 and
includes an asymptotic correction. In general, DFT–SAPT
calculations give interaction energies close to those obtained
from CCSD(T) calculations.39,40 For more details, we refer the
reader to ref. 23.
The DFT–SAPT calculations were carried out with a

modified aug–cc–pVTZ basis set in which the exponents of
the diffuse functions were scaled by 2.0 to minimize convergence
problems due to near linear dependency in the basis set. In
addition, for the carbon atoms the f functions were removed
and the three d functions were replaced with the two d
functions from the aug–cc–pVDZ basis set. Similarly, for the
acene hydrogen atoms the d functions were removed and the
three p functions were replaced with the two p functions from
the aug–cc–pVDZ basis set. The full aug–cc–pVTZ basis set
with the diffuse functions scaled by the same amount as the
acene carbon and hydrogen atoms was employed for the water
molecule. For water–benzene, the DFT–SAPT calculations
with the modified basis set give an interaction energy only
0.05 kcal mol!1 smaller in magnitude than that obtained
with the full, unscaled, aug–cc–pVTZ basis set. Density fitting

Fig. 1 Acenes used in the current study.

Fig. 2 Geometry used in the current study, illustrated in the case of

water–benzene.
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more realistic geometrical structures. The DFT–SAPT results
are also used to assess various methods for including dispersion
effects in DFT calculations.

2 Theoretical methods

The coronene, HBC, and DBC acenes used in this study are
depicted in Fig. 1. For each of the acenes, including benzene,
all CC bond lengths and CCC angles (1.420 Å and 1201,
respectively) were taken to match the experimental values for
graphite.30 The dangling bonds were capped with hydrogen
atoms with CH bond lengths and CCH angles of 1.09 Å
and 1201, respectively. This facilitates extrapolation of the
interaction energies to the limit of a water molecule interacting
with graphene. The geometry of the water monomer was
constrained to the experimental gas phase geometry (OH bond
length of 0.9572 Å and HOH angle of 104.521).31 The water
molecule was placed above the middle of the central ring, with
both hydrogens pointing towards the acene, as shown in
Fig. 2. Note that this is a different water orientation than
used for most of the calculations reported in ref. 6. The
orientation and distance (ROX) of the water molecule relative
to the ring system were obtained from a series of single-point
DFT–SAPT calculations on water–coronene. These calculations
give a minimum energy structure with the water dipole oriented
perpendicular to the acene ring system, and an oxygen–ring
distance of 3.36 Å, which is close to that obtained in prior
theoretical studies of water–coronene.5,32–35 However, the
potential energy surface is quite flat (our calculations give an
energy difference of only 0.02 kcal mol!1 between ROX = 3.26 Å
and 3.36 Å), and thus small geometry differences are relatively
unimportant.

The DFT–SAPT method, and the closely related
SAPT(DFT) method of Szalewicz and coworkers,36 evaluate
the electrostatic and exchange–repulsion contributions using
integrals involving the Coulomb operator and the Kohn–Sham
orbitals, and are thus free of the problems inherent in evaluating
the exchange–repulsion contributions using common density
functionals. The induction and dispersion contributions are
calculated using response functions from time–dependent
DFT. In the present study, the calculations made use of the
LPBE0AC functional,25 which replaces the 25% exact Hartree–
Fock exchange of the PBE0 functional37 with the localized

Hartree–Fock exchange functional of Sala and Görling38 and
includes an asymptotic correction. In general, DFT–SAPT
calculations give interaction energies close to those obtained
from CCSD(T) calculations.39,40 For more details, we refer the
reader to ref. 23.
The DFT–SAPT calculations were carried out with a

modified aug–cc–pVTZ basis set in which the exponents of
the diffuse functions were scaled by 2.0 to minimize convergence
problems due to near linear dependency in the basis set. In
addition, for the carbon atoms the f functions were removed
and the three d functions were replaced with the two d
functions from the aug–cc–pVDZ basis set. Similarly, for the
acene hydrogen atoms the d functions were removed and the
three p functions were replaced with the two p functions from
the aug–cc–pVDZ basis set. The full aug–cc–pVTZ basis set
with the diffuse functions scaled by the same amount as the
acene carbon and hydrogen atoms was employed for the water
molecule. For water–benzene, the DFT–SAPT calculations
with the modified basis set give an interaction energy only
0.05 kcal mol!1 smaller in magnitude than that obtained
with the full, unscaled, aug–cc–pVTZ basis set. Density fitting

Fig. 1 Acenes used in the current study.

Fig. 2 Geometry used in the current study, illustrated in the case of

water–benzene.
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BRIEF REPORTS PHYSICAL REVIEW B 84, 033402 (2011)

(a) (b)

FIG. 1. (Color online) Water adsorption structures considered.
(a) The two-leg structure shown from the side (top) and from above
(bottom). (b) The one-leg structure shown from the side (top) and
from above (bottom). For clarity only a small part of the periodic
simulation cell is shown.

single and double excitations plus a perturbative correction
for connected triples [CCSD(T)] extrapolated to the complete
basis set limit to within 3 meV. The RPA calculations have been
performed using the Vienna Ab-initio Simulation Package
code, projector-augmented wave potentials and an energy
cutoff of 30 Ry. The technical parameters are otherwise similar
to recent work on graphite.15 As a test of RPA on this type
of system, calculations were performed for water-benzene
finding agreement with Ref. 19 to within 10 meV.

Figure 2 summarizes the binding energy curves for water
on graphene obtained with DMC, RPA, and various xc
functionals. Results from two adsorption structures previously
discussed in the literature5,7–9,11,12 are reported. In one struc-
ture, referred to as one leg, one of the OH bonds is directed at
the surface [Fig. 1(b)]. In the other structure, referred to as two
leg, the water is located over the center of a hexagon ring with
the two hydrogens equidistant from carbon atoms. The details
of the adsorption structure and the adsorption energy Eads

20 at
the minimum of each adsorption energy curve (when there is
one) for the various xc functionals are also given in Table I.

We first discuss the DMC results. About 10 adsorption
structures over a range of oxygen heights from 3.0 to 7.2 Å
have been computed. Due to the enormous computational cost
of DMC, it is not feasible to obtain binding curves with small
enough statistical error bars on each data point that allow the
precise equilibrium height and exact Eads to be determined.
Nonetheless, it is clear that Eads for the two-leg structure is
about −70 meV and for the one-leg structure around −60 meV,
with the equilibrium height in each case ∼4.0 Å. For both
structures, there is a small dip in the binding energy at 6.0–
6.5 Å. The origin of this putative minimum is unclear; it may be
due to statistical errors or to the presence of a second shallow
minimum at large water-graphene distance.

The RPA calculations were initially performed in the 5 × 5
unit cell, yielding Eads of −81 and −77 meV for the one-leg
and two-leg structures, respectively, in good agreement with
DMC. The main difference from DMC is a slight shift
towards smaller water-graphene distances and the absence
of the shallow minimum at large distances. To converge the

TABLE I. Adsorption energy Eads and height (O-graphene
perpendicular distance) for the one- and two-leg configurations of
water on graphene (see Fig. 1) with various methods. For DMC an
error bar of ∼10 meV is also given based on the range of values
obtained at the broad minimum of the DMC binding energy curve.
RPA values in parenthesis are for the 5 × 5 unit cell, the others are
obtained with a combination of 2 × 2 and 8 × 8 unit cells for the
correlation and Hartree-Fock energies, respectively, as described in
the text. BLYP and B3LYP yield purely repulsive binding energy
curves (Fig. 2) and so are not reported here.

Two leg One leg

Approach Eads (meV) Height (Å) Eads (meV) Height (Å)

DMC −70 ± 10 3.4-4.0 −70 ± 10 3.4-4.0
RPA −98 (−77) 3.42 −82 (−81) 3.55
LDA −151 3.04 −139 3.15
PBE −27 3.65 −31 3.65
PBE0 −23 3.62 −27 3.66
revPBE −4 4.66 −7 4.42
PBE-D −90 3.35 −87 3.45
BLYP-D −90 3.35 −87 3.47

results with respect to Brillouin zone sampling, we performed
additional calculations for a 4 × 4 cell using 2 × 2 × 1 k points
and a 2 × 2 cell with up to 8 × 8 × 1 k points. The changes of
the correlation energy upon adsorption of water are identical to
within 5 meV for the 4 × 4 and 2 × 2 cell, if identical k-point
spacings are used. This indicates that correlation energy
differences are fairly independent of coverage. Although the
same is not observed for other contributions to the total energy
(kinetic, Hartree, and exact-exchange energy), we can obtain
very accurate results by combining the correlation energies
for a 2 × 2 cell using 8 × 8 × 1 k points with the Hartree–Fock
energy evaluated for a larger 8 × 8 cell and 2 × 2 × 1 k points
(Table I). Further test calculations indicate that these results
are converged to better than 10 meV. The differences to the
straightforward 5 × 5 calculations (applying the ! point only)
depend on the orientation of the H2O molecule. For the two-leg
structure, the 5 × 5 calculation underestimates the binding
energy by 20 meV, whereas for the one-leg structure the results
for the 5 × 5 unit cell are practically identical to the more
accurate results. Since k-point convergence is expected to be
similar for RPA and DMC, we expect that the converged DMC
binding energy for the two-leg structure is about −90 meV.

The RPA correlation energy is sufficiently smooth to
analyze its analytical behavior. As expected for the interac-
tion between an insulating (or semiconducting) sheet and a
molecule, the correlation energy is, to a good approximation,
proportional to 15 eVÅ4/(d-0.25 Å)4, where d is the distance
between the O atom and the graphene slab; the center of
polarizability of the water molecules is obviously shifted
towards the H atoms. Due to the large supercell and the
limited vacuum width, analysis at very large distances, as
done for graphite,15 is presently not possible. However, at
the intermediate distances considered here, a simple pairwise
additive R−6 potential between individual carbon atoms and
the water molecule is compatible with the calculated 1/d4

behavior. This suggests that the use of a pairwise additive
C6R

−6 (where R is distance between two atoms) correction
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• Why the 30 meV difference? It’s not due to 
geometry differences.

• What is the nature of the finite-size effects?

• Why were 8 x 8 supercell HF energies needed?

• Which of the two results is more reliable? 

Questions

Goal of this project is to provide tentative answers
to some of these questions. To do this we will use

intermolecular perturbation theory.

Tuesday, 14 August 12



Perturbation Theory

• Interaction is a small correction:

• Interpretation:

He He
R

HAB = HA + HB + V

Eint = E(1) + E(2) + · · ·
= E(1)

elst + E(1)
exch + E(2)

ind + E(2)
disp + · · ·

Tuesday, 14 August 12



SAPT(DFT)
• Express energies in terms of molecular properties

• Un-perturbed densities.

E(1)
elst =

�
�A(r1)�B(r2)

|r1 � r2| d3r1d
3r2
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SAPT(DFT)
• Express energies in terms of molecular properties

• Un-perturbed densities & static density response 
functions 

E(2)
ind = �1

2

��
V (r)�(r, r�; 0)V (r�)drdr�

Magnasco & McWeeny (1991)
Angyan et al (1994)
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SAPT(DFT)
• Express energies in terms of molecular properties

• Frequency-dependent density response functions

E(2)
disp = � 1

2⇥

� �

0
du

����
�A(r1, r�1; ıu)�B(r2, r�2; ıu)

|r1 � r2||r�1 � r�2| dr1dr2dr�1dr
�
2

Longuet-Higgins (1965)

Tuesday, 14 August 12



SAPT(DFT)
• Exchange terms: explicitly orbital dependent.

• Terms higher than second-order: mainly 
induction. Calculated using a combination of 
HF and SAPT(CHF). Large in polar systems.
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SAPT(DFT)
• Molecular properties from DFT & TDDFT

• PBE0/AC with ALDA+CHF response kernel

• Density-fitting: Computational scaling O(N5)

• Accuracy on par with CCSD(T)

• Availability: Molpro, SAPT2008, CamCASP

• DFT-SAPT: Hesselmann & Jansen
Misquitta, Jeziorski & Szalewicz, PRL 2003

Misquitta & Szalewicz, JCP 2005
Misquitta, Podeszwa, Jeziorski & Szalewicz, JCP 2006

Tuesday, 14 August 12



�30

�20

�10

0

10

20

E in
t   

[c
m

-1
]

5 6 7 8 9 10
R   [Å]

SAPT
SAPT(DFT)
CCSD(T)+⌃CCSDT (CBS)

120



 

CCSDT: Peterson; SAPT(DFT): Misquitta, Springer (2012) 
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Min SAPT(DFT) CCSD(T)

M1 -28.419 -27.973

M2 -28.719 -28.968

M3 -18.822 -18.708

R. Podeszwa, R. Bukowski & K. Szalewicz, JPC A 110 (2006)

energies in meV

SAPT(DFT)
 is very accurate!
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water...benzene
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moments for the acenes obtained from MP2/cc-pVDZ charge
densities (the MP2 calculations were carried out using
Gaussian0354). As expected, the values of the charges and dipoles
on the inner carbons decrease in magnitude as the size of the
acene increases. For coronene the atomic charges and dipoles
are near zero for the central six C atoms, whereas for DBC the
atomic charges and dipoles are near zero for the inner three
rings of carbon atoms. In order to estimate the interaction
energies in the absence of charge–penetration, the three point
charges from the Dang–Chang model55 of the water monomer
were allowed to interact with the multipole moments on the
atoms of the acenes (the use of higher multipoles on the
hydrogen and oxygen atoms of the water molecule does not
significantly impact the electrostatic interactions between
water and the acenes). The results for the various water-acene
systems for ROX = 3.36 Å are summarized in Table 5. The
charge–charge, charge–dipole and charge–quadrupole interactions
are large in magnitude (Z1.2 kcal mol!1) for all acenes
considered, with the charge–charge and charge–quadrupole
contributions being attractive and the charge–dipole contributions
being repulsive. Interestingly, the charge–dipole and charge–
quadrupole contributions roughly cancel for water–HBC and
water–DBC. The charge–quadrupole contribution decreases
in magnitude with increasing size of the acene. This is a
consequence of the fact that the short-range electrostatic
interactions with the carbon quadrupole moments are attractive
while long–range interactions with the carbon quadrupoles are
repulsive. The differences of the SAPT and GDMA electro-
static energies provide estimates of the charge–penetration

contributions which are found to be !0.62 kcal mol!1 for
water–coronene, water–HBC, and water–DBC forROX=3.36 Å.

3.2 Dispersion–corrected DFT calculations

The interaction energies of the water–acene complexes
(at ROX = 3.36 Å) obtained using the various dispersion–
corrected DFT methods are reported in Table 6. Of the
dispersion–corrected DFT methods investigated, the DCACP
method is the most successful at reproducing the DFT–SAPT
values of the interaction energies at ROX = 3.36 Å. For
water–coronene, water–HBC, and water–DBC the interaction
energies obtained with the C6/Hirshfeld method combined with
the BLYP functional are also in good agreement with the
DFT–SAPT values, although this approach underestimates the
magnitude of the interaction energy for water–benzene by about
0.7 kcal mol!1. Interestingly, with the exception of the PBE+D
approach, all the dispersion–corrected DFT methods predict a
larger in magnitude interaction energy for water–coronene
than for water–benzene, opposite to the results of the
DFT–SAPT calculations. This could be due to the overestimation
of charge–transfer in the DFT methods, with the overestimation
being greater for water–coronene. Fig. 3 reports the potential
energy curves for the water–coronene and water–HBC systems
calculated with the various dispersion–corrected DFT methods.
From Fig. 4(a) and (b) it is seen that the DFT+D methods
and C6/Hirshfeld methods both tend to overbind the
complexes. The DFT+D methods with all three functionals
considered and the C6/Hirshfeld calculations using the BLYP
functional locate the potential energy minimum at much
smaller ROX values than found in the DFT–SAPT calculations.
It is also seen that the potential energy curves calculated using
the DCACP procedure differ significantly from the
DFT–SAPT potential for ROX Z 4.2 Å. This is on account
of the fact that the dispersion corrections in the DCACP
method fall off much more abruptly than R!6 at large R. It
appears that part of the success of the DCACP method is
actually due to the pseudopotential terms improving the
description of the exchange–repulsion contribution to the
interaction energies.

3.3 Extrapolation to the DFT–SAPT results
to water–graphene

The exchange–repulsion, induction, exchange–dispersion, and
charge–penetration contributions between water and an acene
are already well converged, with respect to the size of the
acene, by water–DBC. The contributions that have not
converged by water–DBC are the non-charge penetration

Table 2 Contributions to the DF–DFT–SAPT water–acene inter-
action energies (kcal mol!1)

Term Benzene Coronene HBC DBC

Electrostatics !2.85 !1.73 !1.54 !1.39
Exchange–repulsion 3.24 2.79 2.85 2.85
Induction !1.28 !1.29 !1.36 !1.37
Exchange–induction 0.82 0.80 0.83 0.84
d(HF) !0.26 !0.20 !0.23 !0.23
Net induction !0.71 !0.69 !0.75 !0.75
Dispersion !3.28 !3.83 !4.00 (!4.07)a
Exchange–dispersion 0.44 0.42 0.43 (0.43)
Net dispersion !2.84 !3.42 !3.57 (!3.64)a
Total interaction energy !3.16 !3.05 !3.01 (!2.93)b

a Estimated using Edisp(water–DBC) = Edisp(water–HBC) +
P

Cij
6R
!6
ij ,

where the Cij
6R
!6
ij terms account for the dispersion interactions of the

water molecule with the twelve additional C atoms of DBC. The C6

coefficients were determined by fitting the DFT–SAPT water–coronene
results. b Total energy calculated using the estimated dispersion energy,
described in footnote a.

Table 3 Interaction energies (kcal mol!1) and ROX values (Å) for water–coronene from various theoretical studies

ROX Eint Approach

Rubeš et al.5 3.27 !3.54 DFT/CC//aug-cc-pVQZ
Sudiarta and Geldart32 3.39 !2.81 MP2//6-31G(d = 0.25)
Huff and Pulay35 3.40 !2.85 MP2//6-311++G**a

Reyes et al.33 3.33 !2.56 LMP2//aug–cc–pVTZ(!f)
Cabaleiro–Lago et al.34 3.35 !3.15 SCS–MP2//cc–pVTZ
Current study 3.36 !3.05 DFT–SAPT//modified aug–cc–pVTZ(!f)b

a Diffuse functions were used on every other carbon atom. b Modified as described in the text.

6378 | Phys. Chem. Chem. Phys., 2010, 12, 6375–6381 This journal is "c the Owner Societies 2010

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f C

am
br

id
ge

 o
n 

16
 Ju

ly
 2

01
2

Pu
bl

is
he

d 
on

 2
2 

A
pr

il 
20

10
 o

n 
ht

tp
://

pu
bs

.rs
c.

or
g 

| d
oi

:1
0.

10
39

/C
00

09
88

A

more realistic geometrical structures. The DFT–SAPT results
are also used to assess various methods for including dispersion
effects in DFT calculations.

2 Theoretical methods

The coronene, HBC, and DBC acenes used in this study are
depicted in Fig. 1. For each of the acenes, including benzene,
all CC bond lengths and CCC angles (1.420 Å and 1201,
respectively) were taken to match the experimental values for
graphite.30 The dangling bonds were capped with hydrogen
atoms with CH bond lengths and CCH angles of 1.09 Å
and 1201, respectively. This facilitates extrapolation of the
interaction energies to the limit of a water molecule interacting
with graphene. The geometry of the water monomer was
constrained to the experimental gas phase geometry (OH bond
length of 0.9572 Å and HOH angle of 104.521).31 The water
molecule was placed above the middle of the central ring, with
both hydrogens pointing towards the acene, as shown in
Fig. 2. Note that this is a different water orientation than
used for most of the calculations reported in ref. 6. The
orientation and distance (ROX) of the water molecule relative
to the ring system were obtained from a series of single-point
DFT–SAPT calculations on water–coronene. These calculations
give a minimum energy structure with the water dipole oriented
perpendicular to the acene ring system, and an oxygen–ring
distance of 3.36 Å, which is close to that obtained in prior
theoretical studies of water–coronene.5,32–35 However, the
potential energy surface is quite flat (our calculations give an
energy difference of only 0.02 kcal mol!1 between ROX = 3.26 Å
and 3.36 Å), and thus small geometry differences are relatively
unimportant.

The DFT–SAPT method, and the closely related
SAPT(DFT) method of Szalewicz and coworkers,36 evaluate
the electrostatic and exchange–repulsion contributions using
integrals involving the Coulomb operator and the Kohn–Sham
orbitals, and are thus free of the problems inherent in evaluating
the exchange–repulsion contributions using common density
functionals. The induction and dispersion contributions are
calculated using response functions from time–dependent
DFT. In the present study, the calculations made use of the
LPBE0AC functional,25 which replaces the 25% exact Hartree–
Fock exchange of the PBE0 functional37 with the localized

Hartree–Fock exchange functional of Sala and Görling38 and
includes an asymptotic correction. In general, DFT–SAPT
calculations give interaction energies close to those obtained
from CCSD(T) calculations.39,40 For more details, we refer the
reader to ref. 23.
The DFT–SAPT calculations were carried out with a

modified aug–cc–pVTZ basis set in which the exponents of
the diffuse functions were scaled by 2.0 to minimize convergence
problems due to near linear dependency in the basis set. In
addition, for the carbon atoms the f functions were removed
and the three d functions were replaced with the two d
functions from the aug–cc–pVDZ basis set. Similarly, for the
acene hydrogen atoms the d functions were removed and the
three p functions were replaced with the two p functions from
the aug–cc–pVDZ basis set. The full aug–cc–pVTZ basis set
with the diffuse functions scaled by the same amount as the
acene carbon and hydrogen atoms was employed for the water
molecule. For water–benzene, the DFT–SAPT calculations
with the modified basis set give an interaction energy only
0.05 kcal mol!1 smaller in magnitude than that obtained
with the full, unscaled, aug–cc–pVTZ basis set. Density fitting

Fig. 1 Acenes used in the current study.

Fig. 2 Geometry used in the current study, illustrated in the case of

water–benzene.
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G. R. Jenness, O. Karalti & K. D. Jordan, PCCP 12 (2010)
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Electrostatics
• Involves un-perturbed charge densities of 

monomers. 

• Finite system: large source of error. Slow to 
converge with system size. 

• Periodic system: Introduces constant repulsive 
term of water with periodic images. Not a 
problem. 

Tuesday, 14 August 12



Dispersion
• Finite-system: Slow to converge, but easy to 

correct for finite-size using -C6/R6 terms. 
Potentially missing terms from long wavelength  
fluctuations in graphene. 

• Periodic system: Constant repulsive dispersion 
between water and periodic images(!). Long 
wavelength terms missing. Spurious attraction 
from periodic images in graphene.
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Induction
• Graphene polarizes water. Distance-dependent.

• Water polarizes graphene. Distance-dependent.

• Water ‘sees’ image in graphene. Second-order 
polarization. Distance-dependent.

• Charge transfer!

• Finite system: No problem. Converges quickly.

• Periodic system: Spurious distance-dependent 
interactions between water and periodic 
images.
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1-D periodic model system

�e

µ ↵

z

dielectric
slab
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1-D periodic model system
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1-D periodic model system
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1-D periodic model system
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µ0 = µ
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dielectric
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True induction energy
• Induced dipole:

• Induction energy:

• This is the true induction (in this model!).

�µ = ↵Ē

=
1

4⇡✏0

↵µ0

4z3
ẑ

Eind = �1

2
�µ̄Ē

= �
✓

1

4⇡✏0

◆2 ↵µ2

32
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�e

�e + 2

◆2 1

z6
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Periodic in 1-D

µ ↵

z

µ0

z

µ

µ0µ0

µ
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• Define:

• Field arises from images in the dielectric and 
due to periodic boundary conditions (PBCs).

• And the induction energy is:

� =
z

a

Ē =
1

4⇡✏0

2µ̄

8d3

✓
�e

�e + 2
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Effects of order 1 meV, so unimportant.
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• Polarization from the surface quadrupoles.

• Charge transfer.

Missing effects
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Approach
• Develop an understanding using water...PAH 

systems.

• Use this information on periodic systems.
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• PBE0/AC or PBE with Sadlej-pVTZ basis

• Linear-response DFT with ALDAX+CHF or 
ALDAX kernel.

• Non-local polarizabilities. Ranks 0 to 4 
available, but only 0 to 2 used.

• Multipoles from GDMA2.

• CamCASP and ORIENT.

• Multipoles on PAH replaced with Q20 = �1.161
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• What is the spurious induction energy 
resulting from this dipole change? 

z

µ0

z

µ0µ0

µ+�µ ↵µ+�µ µ+�µ
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• Field:

•  

• Assumes that induced dipole doesn’t change in 
presence of periodic images. 

• Square lattice

Ē = Ē(Q20) + Ē(µ0) + ĒPB(µ+�µ) + ĒPB(µ0)

Eind = �1

2
�µĒ

= �1

2
�µĒ(Q20)�

1

2
�µĒ(µ0)�1

2
�µĒPB(µ+�µ)� 1

2
�µĒPB(µ0)
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• Charge transfer.

Missing effects
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• It is included in the Induction energy:

• The potential      arises from all charges 
(electrons and nuclei) at A. 

• Let’s consider the simple case where this 
potential arises from a single atom.

What is CT?

E(2)
ind[A] =

X

r 6=0

|h X
0 |V̂ | X

r i|2

EX
0 � EX

r

V̂
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CT
V (r) = � Z

|r �R| +
Z

⇢(r0)

|r � r0|dr
0

Electron deficient
Little screening 

Electron rich
Strong screening

Tuesday, 14 August 12



CT

No screening

Large electron transfer
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CT

Screened 
nuclear potential

Little electron transfer
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Suppression of CT

Localize basis to suppress CT

Stone (1993)
Khaliullin et al. (2007)

Stone & Misquitta (2009)

Define: Eind(CT) = Eind(DC)� Eind(MC)
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CT : Stone-Misquitta

• Works, but not satisfactory as results are basis-
dependent.

• Water dimer in H-bonded configuration. 
Energies in kJ/mol

Eind(CT) = Eind(DC)� Eind(MC)

aDZ aTZ aQZ

CT(2) S-M 
(2009) -2.20 -1.42 -1.21

Khaliullin et al.: -3.5 kJ/mol
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CT via Regularization
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• Proposed to cure the problem of slow 
convergence or divergence of perturbation 
theories.

• Patkowski (2001, 2004) & Adams (2002)

• R-SRS theory

RegularizationSymmetry-adapted perturbation theories 115

(a)

c r

(b)

c r

(c)

c r

(d)

c r

Fig. 6.2 Regularized Coulomb potentials. (a) eqn (6.3.19), (b) r�1⇥1 � exp(�r/c)
⇤

, (c) r�1 erf(r/c),
(d) r�1⇥1 � exp

�

�(r/c)2�⇤.

unphysical states with the physical ones will be small, and deficiencies in the antisymmetriza-
tion will not be important. The resulting Hamiltonian is not symmetric with respect to electron
permutations, since the attraction between the A nuclei and the B electrons is di↵erent in form
from the attraction between the A nuclei and the A electrons. However, the true Hamiltonian
can be used to evaluate the energy of the antisymmetrized wavefunction, and since that is
no longer contaminated significantly by unphysical states, the results should be much more
satisfactory.

The form of the short-ranged term appears not to be critical, except that it must decay
rapidly to zero so that it has no e↵ect at large separations, ensuring that the energy is asymp-
totically correct as R ! 1. Patkowski et al. (2001a) used a form equivalent to replacing r�1

by r�1⇥1 � exp(�(r/c)2)
⇤

, while Adams (2002b) replaced r�1 by
8

>

>

<

>

>

:

1/c, r  c,
1/r, r > c.

(6.3.19)

Adams also tried r�1⇥1 � exp(�r/c)
⇤

and Patkowski et al. (2001a) tried r�1 erf(r/c). These
‘regularized Coulomb’ functions are shown in Fig. 6.2. The results were almost independent
of the function chosen. The rather strange choice of r�1⇥1 � exp(�(r/c)2)

⇤

has the advantage
that the resulting integrals are similar to ones that already occur in ab initio programs, but this
is also the case for r�1 erf(r/c).

6.3.3 The treatment of electron correlation

It must be said that the flexibility of symmetry-forcing procedures is to a large degree aca-
demic, since practical calculations on systems of any size cannot be carried out beyond second
order, and even then considerable practical di�culties remain. The most important of these is
that the iterative scheme is formulated in terms of the reduced resolvent R0, which is defined
in terms of a sum over states, and these states are products of the exact eigenstates of the
isolated molecules, which we do not know.

Accordingly it is necessary, if we are to make any progress, to start from a simplified
treatment of the isolated molecules. A natural choice is the Self-Consistent-Field approxima-
tion, in which the e↵ects of electron correlation are ignored (see Chapter 5). It is a practicable
treatment for molecules of significant size, and although it too is not exactly soluble, it is
possible to get quite close to the exact solution (the ‘Hartree–Fock limit’) using modern basis
sets. Electron correlation is then treated as a perturbation. This leads to the particular version
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Regularized Induction

• Patkowski et al. (in press)

• R-SRS theory: Responses calculated using 
regularized potential, but energy evaluated 
using full potential.

• Implemented in CamCASP & SAPT2008.

Vreg(r) = �Z

r
(1� e�⌘r2)

Symmetry-adapted perturbation theories 115
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(b)

c r

(c)

c r

(d)

c r

Fig. 6.2 Regularized Coulomb potentials. (a) eqn (6.3.19), (b) r�1⇥1 � exp(�r/c)
⇤

, (c) r�1 erf(r/c),
(d) r�1⇥1 � exp

�

�(r/c)2�⇤.

unphysical states with the physical ones will be small, and deficiencies in the antisymmetriza-
tion will not be important. The resulting Hamiltonian is not symmetric with respect to electron
permutations, since the attraction between the A nuclei and the B electrons is di↵erent in form
from the attraction between the A nuclei and the A electrons. However, the true Hamiltonian
can be used to evaluate the energy of the antisymmetrized wavefunction, and since that is
no longer contaminated significantly by unphysical states, the results should be much more
satisfactory.

The form of the short-ranged term appears not to be critical, except that it must decay
rapidly to zero so that it has no e↵ect at large separations, ensuring that the energy is asymp-
totically correct as R ! 1. Patkowski et al. (2001a) used a form equivalent to replacing r�1

by r�1⇥1 � exp(�(r/c)2)
⇤

, while Adams (2002b) replaced r�1 by
8

>

>

<

>

>

:

1/c, r  c,
1/r, r > c.

(6.3.19)

Adams also tried r�1⇥1 � exp(�r/c)
⇤

and Patkowski et al. (2001a) tried r�1 erf(r/c). These
‘regularized Coulomb’ functions are shown in Fig. 6.2. The results were almost independent
of the function chosen. The rather strange choice of r�1⇥1 � exp(�(r/c)2)

⇤

has the advantage
that the resulting integrals are similar to ones that already occur in ab initio programs, but this
is also the case for r�1 erf(r/c).

6.3.3 The treatment of electron correlation

It must be said that the flexibility of symmetry-forcing procedures is to a large degree aca-
demic, since practical calculations on systems of any size cannot be carried out beyond second
order, and even then considerable practical di�culties remain. The most important of these is
that the iterative scheme is formulated in terms of the reduced resolvent R0, which is defined
in terms of a sum over states, and these states are products of the exact eigenstates of the
isolated molecules, which we do not know.

Accordingly it is necessary, if we are to make any progress, to start from a simplified
treatment of the isolated molecules. A natural choice is the Self-Consistent-Field approxima-
tion, in which the e↵ects of electron correlation are ignored (see Chapter 5). It is a practicable
treatment for molecules of significant size, and although it too is not exactly soluble, it is
possible to get quite close to the exact solution (the ‘Hartree–Fock limit’) using modern basis
sets. Electron correlation is then treated as a perturbation. This leads to the particular version
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aDZ
MC

aTZ
MC

aQZ
MC

aDZ
MC+

aTZ
MC+

aQZ
MC+

CT(2) S-M 
(2009) -2.20 -1.42 -1.21 - - -

CT(2) Reg -1.95 -1.31 -1.20 -0.95 -0.96 -0.96

Basis-independent CT(2)

Khaliullin et al.: -3.5 kJ/mol
DeltaHF = -2.55 kJ/mol
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Charge transfer
• How do we partition the charge density to get 

at the actual charge transferred?

• Distribution methods like Stone’s DMA result 
in an erratic charge allocation.

• We expect an exponential behaviour of the 
charge transfer as this is a tunnelling 
phenomenon.
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Iterative stockholder approach (ISA)

• T. C. Lillestolen & R. Wheatley, ChemComm 2008

• Given a molecular density, define atomic component 
densities:

• Were the shape-functions are defined as:

• Iterate to convergence.

⇢a(r) = ⇢(r)
wa(r)P
b wb(r)

wa(r) = h⇢a(r)isph
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T. C. Lillestolen & R. Wheatley, ChemComm 2008
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Summary
• Charge transfer appears to be the dominant 

cause of finite-size effects.

• Effects of the order 10 meV at  

• Secondary effects from induced dipoles. 
Unlikely to be relevant.

• Results preliminary!!! Need to be converged 
with size and effects included consistently.

• Potentially useful in providing analytic form for 
finite-size corrections.

� = 0.2
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Codes

• CamCASP: SAPT(DFT), WSM polarizabilities 
& dispersion models, GDMA2 multipoles.

• ORIENT: Fitting of PESs. Searches using 
‘Basin-Hopping’.

• http://www-stone.ch.cam.ac.uk/

Tuesday, 14 August 12

http://www-stone.ch.cam.ac.uk/
http://www-stone.ch.cam.ac.uk/


CCMMP
• Organic semiconductors

• Functional materials

• Carbon, nanomaterials, 
biomaterials

• Disordered materials

• Method development
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