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method has many attractive features for probing the electronic structure of real atoms, molecules and sol-

ids. In particular, it is a genuine many-body theory with a natural and explicit description of electron 

correlation which gives consistent, highly-accurate results while at the same time exhibiting favourable 

(cubic or better) scaling of computational cost with system size. This article is intended to provide a brief 

and hopefully accessible review of some relevant aspects of quantum Monte Carlo together with an out-

line of our implementation of it in the Cambridge computer code ‘CASINO’ [1, 2].
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1 Introduction 

The continuum Quantum Monte Carlo (QMC) method has been developed to calculate the properties of 

assemblies of interacting quantum particles. It is generally capable of doing so with great accuracy. The 

various different techniques which lie within its scope have in common the use of random sampling, and 

this is used because it represents by far the most efficient way to do numerical integrations of expres-

sions involving wave functions in many dimensions. Two particular variants of QMC are in relatively 

common use, namely variational Monte Carlo (VMC) and diffusion Monte Carlo (DMC) [3, 4]; here we 

give a brief introduction to both. As we shall see, VMC is simple in concept and is designed just to sam-

ple a given trial wave function and calculate the expectation value of the Hamiltonian using Monte Carlo 

numerical integration. This is more useful than it sounds since the method is variational and thus we can 

to some extent optimize suitably parametrized explicitly correlated wave functions using standard tech-

niques. DMC is one of a class of so-called ‘projector’ methods which attempt the much more difficult 

job of simultaneously creating and sampling the unknown exact ground state wave function. Other vari-

ants, including those aimed at expanding the scope of the method to finite temperature such as path inte-

gral Monte Carlo (PIMC) [5, 6], or those designed to find the exact non-relativistic energy overcoming 

the small fixed-node approximation made in DMC (such as fermion Monte Carlo (FMC) [7–9]) will not 

be discussed in any detail here. The interested reader is invited to consult the literature for more detailed 

discussions (the extensive bibliography in Ref. [4] is a good place to start). 

 In its early days QMC was perhaps best known for its application to the homogeneous electron gas by 

Ceperley and Alder [10]. The results of these calculations were generally understood to be extremely 

accurate and were used to develop accurate parametrizations of the local density approximation to den-

sity functional theory (DFT) in the early 1980s. However, it is of course perfectly possible to apply the 

method to real systems with atoms, and for small molecules containing helium and hydrogen QMC gives 

total energies with a remarkable accuracy greater than 0.01 kcal/mole ( 5
1 5 10

-

ª . ¥  Ha or 4
4 10

-

¥  eV). In 

one well-known QMC study of the H + H2 → H2 + H potential energy surface tens of thousands of points 

with accuracies close to this value were computed [11]. Despite such capabilities the technology of QMC 

is neither mature nor particularly widely used; its routine application to arbitrary finite and periodic sys-

tems, particularly those containing heavier atoms, has long been just out of reach and there are still many 

open methodological and algorithmic problems to interest the computational electronic structure theorist. 

The situation is clearly changing however, and it ought now to be a matter of routine for people to per-

form accurate QMC calculations of even quite large systems, albeit starting from wave functions gener-

ated from one-electron molecular orbital or band theory. Systems and problems for which an accurate 

determination of the total energy actually matters, and for which DFT (for example) is not sufficiently 

accurate, are likely more numerous than is generally believed. To this end, our group in Cambridge Uni-

versity’s Cavendish Laboratory has spent a considerable number of years developing a general-purpose 

QMC computer program - CASINO [1, 2]. This code is capable of performing both variational and dif-

fusion Monte Carlo calculations on a wide variety of systems, which may be of finite extent (atoms or 

molecules) or may obey periodic boundary conditions in one, two or three dimensions, modelling what 

one might respectively call polymers, slabs (or surfaces) and crystalline solids. The code may also be 

used to study situations where there is no external potential (such as the homogeneous electron gas or the 

Wigner crystal) and can treat generalized ‘quantum particles’, i.e. fermions or bosons with user-defined 

charge and mass tensor. We shall describe CASINO in more detail presently. 

 One of the more attractive features of QMC is the scaling behaviour of the necessary computational 

effort with system size. This is favourable enough that we can continue to apply the method to systems 

as large as are treated in conventional DFT, albeit with a considerably bigger pre-factor and thus proba-

bly not on the same computers. In fact QMC seems currently to be the most accurate method available 

for medium-sized and large systems. Other correlated wave function methods based on quantum chemis-

try’s ‘standard model’ of multideterminant expansions – such as configuration interaction or high-order 

coupled cluster theory – are capable of similar accuracy for systems containing a few electrons, but as 

the size of the molecule is increased they quickly become too expensive. Standard QMC calculations 
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scale as the third power of the system size (the same as DFT) and are capable of treating solids and other 

periodic systems as well as molecules. The largest calculations done to date on the more expensive peri-

odic systems using the regular algorithm include almost 2000 electrons per cell in the three-dimensional 

electron gas [12], 1732 electrons (432 atoms) per cell in crystalline silicon [13], and 1024 electrons 

(128 atoms) per cell in antiferromagnetic nickel oxide [14]. Furthermore the natural observation has been 

made that provided localized molecular or crystalline orbitals are used in constructing the QMC trial 

wave function, and provided these orbitals are expanded in a localized basis set, then the scaling of the 

basic algorithm can be substantially improved over implementations using delocalized functions (such as 

Bloch orbitals and plane-wave basis sets). This has led to claims of linear scaling QMC in the litera-

ture [15, 16], although the definition of ‘linear scaling’ in this context is controversial. An improved 

scaling capability based on such ideas, to be discussed in more detail in Section 4.2, has been imple-

mented in the CASINO program and has considerably extended the range of problems that may be stud-

ied. 

 Before we go further, it will be useful to list some other favourable properties of the method: 

 – For most practical purposes the ‘basis set problem’ is essentially absent in DMC. Errors due to the 

use of a finite basis set are expected to be small since the many-electron wave function is not represented 

directly in terms of a basis set, but rather by the average distribution of an ensemble of particles evolving 

in (imaginary) time. The sole purpose of the basis set that is in fact employed in DMC is to represent a 

guiding function required for importance sampling. The final DMC energy depends only weakly on the 

nodal surface of this guiding function (i.e., the set of points in configuration space at which the function 

is zero). 

 – The QMC algorithm is intrinsically parallel and Monte Carlo codes are thus easily adapted to paral-

lel computers and scale linearly with the number of processors. There are no memory or disk bottlenecks 

even for relatively large systems. 

 – We can use many-electron wave functions with explicit dependence on interparticle distances and 

no need for analytic integrability. 

 – We can calculate ground states, some excited states, chemical reaction barriers and other properties 

within a single unified framework. The method is size-consistent and variational. 

 One may ask why one should formulate a method based on the many-electron wave function when so 

much stress is normally placed on reducing the number of variables in the quantum problem (by using, 

e.g., density, Green’s functions, density matrices or other quantities which depend on fewer independent 

variables). The main point is that the many-electron wave function satisfies a rather well-known funda-

mental equation [17]: 

 
1 2 1 2

ˆ ( . . . ) ( . . . ) .
N N

H EΨ Ψ, , , = , , ,r r r r r r  (1) 

The price we pay for reformulating the problem in terms of the density is that we no longer know the 

exact equation satisfied by the density. In DFT, the complicated many-body problem is effectively relo-

cated into the definition of the exchange-correlation functional, whose mathematical expression is not 

currently known and unlikely ever to be known exactly. The inevitable approximations to this quantity 

substantially reduce the attainable accuracy. 

 The quantum chemistry community has invested a great deal of effort into calculating accurate ap-

proximate solutions to the full many-electron Schrödinger equation for atoms and molecules, but as con-

densed matter physicists we are also interested in doing this for solids and other condensed phases. So 

what are our chances of solving the full many-electron Schrödinger equation in an infinite solid? Stan-

dard widely-used solid-state texts often deny the possibility of doing this directly in any meaningful way 

for large crystalline systems. To take a particular example, the well-known textbook by Ashcroft and 

Mermin [18] states that, ‘one has no hope of solving an equation such as [Eq. (1)]’ and one must refor-

mulate the problem in such a way as ‘to make the one-electron equations least unreasonable’. However 

the key simplifying physical idea to allow one to use, for example, QMC in crystalline solids is not the 

use of one-electron orbitals but simply the imposition of periodic boundary conditions. One can then 
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have an explicitly correlated many-body wave function (i.e., with explicit dependence on the interparticle 

separations), in a box, embedded in an infinite number of copies of itself. One can then visualize the 

‘particles’ sampling the many-body wave function as a periodic array of electrons moving in tandem 

with each other rather an as individual electrons. It is clear that in order for this to have any chance of 

being an accurate approximation the range of the electron–electron pair correlation function must be 

substantially shorter than the repeat distance and the box must be large enough so that the forces on the 

particles within it are very close to those in the bulk. If not, then we may get substantial ‘finite-size errors’. 

 This problem is analagous to but not quite the same as the problem of representing an infinite system 

in DFT calculations. In that case Bloch’s theorem is generally used in the extrapolation to infinite system 

size so that the problem of calculating an infinite number of one-electron states reduces to the calculation 

of a finite number (equal to the number of electrons in the primitive cell) of states at an infinite number 

of k-points in reciprocal space. As the band energies vary continuously and relatively slowly with k, the 

k-space may thus be ‘sampled’ and if this is done efficiently the calculated energy per cell approaches 

that in the infinite system. The situation in QMC is a little different since the explicit correlation between 

electrons means that the problem cannot be reduced to the primitive cell; a one-electron wave function 

on a 2 × 2 × 2 k-point grid corresponds to a many-electron wave function for a 2 × 2 × 2 supercell in real 

space. There is a ‘many-body Bloch theorem’ expressing the invariance of the Hamiltonian under trans-

lations of all electrons by a primitive lattice vector or of a single electron by a supercell lattice vec-

tor [19], and thus there are two k-vectors associated with the periodic many-body wave function. The 

error analagous to inadequate Brillouin zone sampling might be made smaller either by increasing the 

size of the simulation cell or by choosing the k-values using ‘special k-point’ techniques [20]. An addi-

tional type of finite-size error arises in periodic QMC calculations (though not in DFT) when calculating 

interactions between particles with long-range Coulomb sums. The difference is that in QMC we deal 

with instantaneous positions of electron configurations, rather than with the interaction of averaged den-

sities. When using the standard Ewald formulation [21, 22] for these long-range summations, the choice 

of boundary conditions (equivalent to embedding your supposed hunk of crystal in a perfect conductor) 

leads to an effective depolarization field which cancels the field due to your notional surface charges. As 

all periodic copies of the simulation cell contain, for example, the same net dipole due to the random 

arrangement of electrons with respect to nuclei the interaction of these dipoles (and higher multipoles) 

with the depolarization field gives rise to ‘Coulomb finite size errors’. These can be substantially reduced 

by using special techniques [23]. 

 A few years ago in his Nobel prize-winning address Walter Kohn suggested that the many-electron 

wave function is not a legitimate scientific concept when more than about a thousand particles are in-

volved [24]. It would be pretty disastrous if this meant that QMC could not be used for large systems, so 

let us try to understand what he means. The main idea behind his statement is that the overlap of any 

approximate wave function with the exact one will tend exponentially to zero as the number of particles 

increases unless one uses a wave function in which the number of parameters increases exponentially 

with system size, and that clearly such a wave function would not be computable for large systems. This 

is indeed true, and one may easily verify it by calculating the overlap integral directly using VMC [25]. 

One does not need the exact wave function itself to perform such a calculation, since Kohn’s argument is 

based solely on the high-dimensionality of the overlap integrals rather than, say, the explicit cancellation 

of positive and negative regions. One can thus evaluate the overlap between, say, a single-determinant 

wave function and the same single-determinant function multiplied by a Jastrow correlation function. 

Even though these objects share the same nodal surface, we still expect to see and indeed do see the 

result that Kohn predicts. Luckily his objection seems not to be relevant to the sort of QMC calculations 

discussed here. Certainly the successful DMC calculations of systems containing up to 2000 electrons 

mentioned earlier suggest as much, but as Kohn himself points out, we are interested in quantities such 

as the total energy, which can be accurate even when the overlap with the exact wave function goes to 

zero. To get the energy right it is required only that relatively low-order correlation functions (such as the 

pair-correlation function) are well-described and QMC seems to manage this very well. Kohn’s argu-

ments were used to motivate density functional theory, but it is possible to argue that, within the standard 
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Kohn–Sham formulation, DFT suffers from exactly the same overlap ‘catastrophe’. For a large system 

the overlap of the determinant of Kohn–Sham orbitals with the exact one will go to zero because of the 

inevitable numerical inaccuracies and the approximations to the exchange-energy functional. Fortu-

nately, as I have suggested, the overlap catastrophe seems to be irrelevant to actually calculating most 

quantities of interest. 

 To understand how accurate the total energies must be we note that the main goal is to calculate the 

energy difference between two arrangements of a set of atoms. The desired result might be the energy 

required to form a defect, or the energy barrier to some process, or whatever. All electronic structure 

methods for large systems rely on a cancellation of errors in energy differences. For such error cancella-

tions to occur we require that the error in the energy per atom is proportional to the number of atoms. If 

this condition was not satisfied then, for example, the cohesive energy would not have a well-defined 

limit for large systems. Many VMC calculations have demonstrated that the commonly-used forms of 

many-body wave function lead to errors which are proportional to the number of atoms, and typically 

give between 70 and 90% of the correlation energy independent of system size. In DMC the error is also 

proportional to the number of atoms but is capable of recovering up to 100% of the correlation energy in 

favourable cases. Additional requirements on QMC algorithms are that the number of parameters in the 

trial wave function must not increase too rapidly with system size and that the wave function be easily 

computable. Fortunately the number of parameters in a typical QMC trial wave function increases only 

linearly, or at worst quadratically, with system size and the function can be evaluated in a time which 

rises as a low power of the system size. 

2 QMC algorithms 

In this section, we shall look at the basic ideas and algorithms underlying VMC and DMC. 

2.1 Variational Monte Carlo 

2.1.1 Basics 

With variational methods we must ‘guess’ an appropriate many-electron wave function which is then 

used to calculate the energy as the expectation value of the Hamiltonian operator. In general this wave 

function will depend on a set of parameters {α} which can be varied to optimize the function and mini-

mize either the energy or the statistical variance. The energy thus obtained is an upper bound to the true 

ground state energy, 

 
0

ˆ({ })| | ({ })
({ })

({ }) | ({ })

T T

T T

H
E E

Ψ α Ψ α
α

Ψ α Ψ α

· Ò
= ≥ .

· Ò
 (2) 

The expectation value of the Hamiltonian ˆH  with respect to the trial wave function 
T

Ψ  can be written as 

 

2

2

( ) ( ) d
ˆ

( ) d

L T

T

E

H

Ψ

Ψ

· Ò = ,
Ú
Ú

R R R

R R

 (3) 

where R is a 3N dimensional vector giving the coordinates 
1 2

( . . . )
N

, , ,r r r  of the N particles in the system,  

and 
ˆ ( ) ( )

( )
( )

T

L

T

H
E

Ψ

Ψ
=

R R
R

R
 is known as the local energy. 

 We can evaluate this expectation value by using the Metropolis algorithm [26] to generate a sequence 

of configurations R distributed according to 2 ( )
T

Ψ R  and averaging the corresponding local energies, 

 
1 1

ˆ1 1 ( )ˆ ( ) .
( )

M M

T i

L i

i i T i

H
H E

M M

Ψ

Ψ
= =

· Ò = =Â Â
R

R
R

 (4) 
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 The question of whether or not we get the right answer with this approach is just one of complexity; 

can we create a wave function with enough variational freedom so that the energy approaches the exact 

(non-relativistic) ground state energy? The answer in general is no. There is no systematic way in which 

one can improve the wave function until the correct answer is reached, and in general, we shouldn’t 

normally expect to recover much more than 80–90% of the correlation energy in this way (although one 

can in fact do much better than this for specific individual systems). As we shall see, the final 20% or so 

can be calculated by feeding the VMC wave function into a projector method such as DMC. This, to my 

mind, is the main use of VMC and in our laboratory we rarely use it as a method in its own right when 

performing calculations. With this attitude, it is not generally necessary to kill oneself optimizing wave 

functions in order to recover an extra 1% of the correlation energy with VMC – it is better to use DMC 

and let the computer do the work for you. Although the efficiency of the DMC calculations is greatly 

increased with more accurate trial functions, the final DMC energy does not in principle depend on that 

part of the wave function that we generally optimize. 

2.1.2 The form of the trial wave function 

For VMC however it is clear that the choice of the trial function is particularly important as it directly 

determines the accuracy of the calculation; the answer will approach the true energy from above as we 

use better and better wave functions. Something else to consider is the ‘zero variance principle’. As the 

trial function approaches an exact eigenstate the local energy ˆ /HΨ Ψ  approaches a constant, E, every-

where in configuration space (see the Schrödinger equation again!) and hence the variance approaches 

zero. Through its direct influence on the variance of the energy the accuracy of the trial wave function 

thus determines the amount of computation required to achieve a specified accuracy. When optimizing 

wave functions, one can therefore choose to use energy or variance as the objective function to be mini-

mized. 

 The fact that arbitrary wave function forms can be used is one of the defining characteristics of QMC. 

We do not need to be able to integrate the wave function analytically as is done for example in quantum 

chemistry methods with Gaussian basis functions. We just need to be able to evaluate it at a point in the 

configuration space i.e. if the electrons and nuclei have certain fixed positions in space, what is the value 

of the wave function? This being the case, we can use correlated wave functions which depend explicitly 

on the distances between particles. 

 The most commonly-used functional form is known as the Slater–Jastrow wave function [27]. This 

consists of a single Slater determinant (or sometimes a linear combination of a small number of them) 

multiplied by a positive-definite Jastrow correlation function which is symmetric in the electron coordi-

nates and depends on the inter-particle distances. The Jastrow factor allows efficient inclusion of both 

long and short range correlation effects. As we shall see however, the final DMC answer depends only 

on the nodal surface of the wave function and this cannot be affected by the nodeless Jastrow. In DMC it 

serves mainly to decrease the amount of computer time required to achieve a given statistical error bar 

and to improve the stability of the algorithm. 

 The basic functional form of the Slater–Jastrow function is 

 ( )( ) e ( )J

n n

n

c DΨ = ,Â
X

X X  (5) 

where 
1 2

( . . . )
N

= , , ,X x x x  and { }
i i i

σ= ,x r  denotes the space-spin coordinates of electron i, ( )
e
J X  is the 

Jastrow factor, the 
n
c  are coefficients, and the ( )

n
D X  are Slater determinants of single-particle orbitals, 

 

1 1 1 2 1

2 1 2 2 2

1 2

( ) ( ) ( )

( ) ( ) ( )
( )

( ) ( ) ( )

N

N

N N N N

D

ψ ψ ψ

ψ ψ ψ

ψ ψ ψ

�

�
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�
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x x x
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X

x x x

 (6) 



phys. stat. sol. (b) 243, No. 11 (2006)  2579 

www.pss-b.com © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 

Review

Article

The orbitals in the determinants are often obtained from self-consistent DFT or Hartree–Fock calcula-

tions and are assumed to be products of spatial and spin factors, 

 ( ) ( ) .
α

α α σ σ
ψ ψ δ

,

=x r  (7) 

Here 1
α

σ σ
δ

,

=  if 
α

σ σ=  and zero otherwise. If the determinant contains N
≠
 orbitals with 

α
σ = ≠ and 

N N N
Ø ≠
= -  with 

α
σ = Ø, it is an eigenfunction of ˆ

z
S  with eigenvalue ( ) 2N N

Ø≠
- / . To avoid having to 

sum over spin variables in QMC calculations, one generally replaces the determinants 
n

D  by products of 

separate up- and down-spin determinants, 

 ( )

1 1( ) e ( . . . ) ( . . . )J

n n N n N N

n

c D DΨ
≠ ≠

≠ Ø

+= , , , , ,Â
R

R r r r r  (8) 

where 
1 2

( . . . )
N

= , , ,R r r r  denotes the spatial coordinates of all the electrons. This function is not antisym-

metric under exchange of electrons with opposite spins but it can be shown that it gives the same expecta-

tion value as ( )Ψ X  for any spin-independent operator. Note that the use of wave function forms in QMC 

which allow one to treat non-collinear spin arrangements and the resultant vector magnetization density is 

an interesting open problem, and we are currently working on developing such an algorithm [28]. 

 The full Jastrow function that we typically use in CASINO contain one- and two-electron terms and 

may be inhomogeneous, i.e., depend on the distances of the electrons from the nuclei. The exact func-

tional form is quite complicated and there is no need to go into all the details here (for the curious, they 

may be found in Ref. [29]). Essentially our Jastrow consists of separate electron–electron (u ), electron–

nucleus (
i

χ ), and electron–electron–nucleus (
i
f ) terms which are expanded in polynomials and are 

forced to go to zero at some cutoff radii (as they must do in periodic systems). One can get a feel for this 

from a much simpler one-parameter Jastrow function that might be used for a homogeneous system such 

as the electron gas: 

 ( )e with ( ) ( ) and ( ) (1 e )
ij i j

i j i j

r FJ

ij ij

i j ij

A
J u r u r

r

σ σ

σ σ σ σ

,
- /

, ,

>

= - = - .Â
R

R  (9) 

Here ijr  is the distance between electrons i and j, and F is chosen so that the electron–electron cusp con- 

ditions are obeyed i.e. 2F A
≠≠

=  and F A
≠Ø

= . The value of A could be optimized using, for example, 

variance minimization. In the full inhomogeneous Jastrow we generality optimize the coefficients of the 

various polynomial expansions (which appear linearly in the Jastrow factor) and the cutoff radii of the 

various terms (which are non-linear). The linearity or otherwise of the various terms clearly has a bearing 

on their ease of optimization, a subject to which we now turn. 

2.1.3 Optimization of trial wave functions 

The optimization of the wave function in QMC is clearly a critical step. In addition to the various Jas-

trow parameters mentioned in the previous section, the CASINO code allows optimization of the coeffi-

cients of the determinants of a multi-determinant wave function, various parameters in specialized wave 

functions used e.g. in electron–hole phases, and even the orbitals in the Slater determinants themselves 

(in the latter case only for atoms). So clearly the parameters appear in many different contexts, they need 

to be minimized in the presence of noise, and there can be many of them. This makes the optimization a 

complicated task in general. Directly optimizing the orbitals in the presence of the Jastrow factor is gen-

erally thought to be a good thing, since this in some sense optimizes the nodal surface and in so doing 

allows improvement of the DMC energy. The best way to do this in systems containing more than one 

atom remains an open problem however, though some progress has been made [30, 31]. 

 There are many approaches to wave function optimization, but as far as the current version of CA-

SINO is concerned this is achieved by minimizing the variance of the energy, 
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with respect to the set of parameters α . 
V

E  in this expression is the variational energy. There is no reason 

why one may not optimize the energy directly, and indeed it is generally believed that wave functions 

corresponding to the minimum energy have more desirable properties. There are however a number of 

reasons why variance minimization has historically been generally preferred to energy minimization 

(beyond the trivial fact that the variance has a known lower bound of zero). The most important of these 

is simply that it has proved easier to design robust, numerically-stable algorithms to minimize the vari-

ance than it has for the energy [32, 33]. This is particularly so in large systems. 

 Beginning with an initial set of parameters 
0

α  (zeroing polynomial coefficients is usually sufficient), 

minimization of 2

E
σ  is generally carried out via a correlated-sampling approach. First of all a set of some 

thousands of ‘configurations’ distributed according to 2

0
( )Ψ α  is generated. A configuration in this sense 

is just a ‘snapshot’ of the system taken during a VMC run and physically consists of the current electron 

positions and associated interaction energies written on a line of a file. We then use this information to 

calculate the objective function – in this case the variance – and proceed to minimize it by varying the 

parameters. The variance 2 ( )
E

σ α  is given by the following integral, and this may be approximated by 

summing over a set of fixed configurations, with variations in the parameters allowed for through the use 

of weights w : 
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where 
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The integrals contain weighting factors, ( )w α , given by 

 
2

2

0

( )
( )

( )
w

Ψ α
α

Ψ α
= . (13) 

The parameters α  are then adjusted until 2 ( )
E

σ α  is minimized. This may be done using a standard algo-

rithm which does an unconstrained minimization (without requiring derivatives) of a sum of m squares of 

functions which contain n variables, where m n≥ . 

 Note that the point of using the weights here is that we do not have to regenerate the set of configura-

tions every time the parameter values are changed. However, having generated a new set of parameters 

with this algorithm, we can then carry out a second configuration generation run with these new, more 

accurate parameters followed by a second optimization, and so on. Generally very few such ‘cycles’ are 

required before the true minimum is approached. 

 Thus far we have described the optimization of what is known as the reweighted variance. In the limit 

of perfect sampling, the reweighted variance is equal to the actual variance, and is therefore independent 

of the configuration distribution, so that the optimized parameters would not change over successive cy-

cles. There is a major problem with it however, and this arises from the fact that the weights may vary 

rapidly as the parameters change especially for large systems. This can lead to severe instabilities in the 

numerical procedure. Somewhat surprisingly perhaps, it usually turns out that the best solution to this is to 

do without the weights at all, in which case we are minimizing the unreweighted variance. This turns out 

to have a number of advantages beyond improving the numerical stability. The self-consistent minimum in 

the unreweighted variance almost always turns out to give lower energies than the minimum in the re-

weighted variance. Furthermore our group has recently demonstrated a new scheme which hugely speeds 

up the optimization of parameters that occur linearly in the Jastrow, which are the most important in the 

wave functions that we use. The basis of this is that the unreweighted variance can be written analytically as 

a quartic function of the linear parameters. This function usually has a single minimum in the parameter 
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space, and as the minima of multidimensional quartic functions may be found very rapidly, the optimization 

is extraordinarily efficient compared to the regular algorithm. The scheme is described in Ref. [34]. 

 The whole procedure of variance minimization can be, and in CASINO is, thoroughly automated and 

providing a systematic approach is adopted, optimizing VMC wave functions is not the complicated 

time-consuming business it once was. This is particularly the case if one requires the optimized wave 

function only for input into a DMC calculation, in which case one need not be overly concerned with 

lowering the VMC energy as much as possible. 

2.1.4 VMC conclusions 

Although VMC can be quite powerful when applied to the right problem, the necessity of guessing the 

functional form of the trial function limits its accuracy and there is no known way to systematically im-

prove it all the way to the exact non-relativistic limit. In practice therefore, the main use of VMC is in 

providing the optimized trial wave function required as an importance sampling function by the much 

more powerful DMC technique, which we now describe. 

2.2 Diffusion Monte Carlo 

Let us imagine that we are ignorant, or have simply not been paying attention in our quantum mechanics 

class, and that we believe that the wave function of the hydrogen atom looks like a square box centred on 

the nucleus. If we tried to calculate the expectation value of the Hamiltonian using VMC we would ob-

tain an energy which was substantially in error. What DMC can do, in essence, is to correct the functional 

form of the guessed square box wave function so that it looks like the correct exponentially-decaying one 

before calculating the expectation value. This is a nice trick if you can do it, particularly when we have very 

little practical idea of what the exact ground state wave function looks like (that is, almost always). As one 

might expect, the algorithm is necessarily rather more involved than that for VMC. 

 Essentially then, the DMC method is a stochastic projector method for evolving the imaginary-time 

Schrödinger equation (which you can get by taking the regular time-dependent equation and replacing 

the time variable t with itτ = ): 

 
2( ) 1

( ) ( ( ) ) ( )
2

T
V E

Ψ τ
Ψ τ Ψ τ

τ

∂ ,
- = - — , + - , .

∂

R
R R R  (14) 

Here the real variable τ  measures the progress in imaginary time and R is a 3N-dimensional vector of the 

positions of the N electrons. ( )V R  is the potential energy operator, 
T

E  is an energy offset which only 

affects the normalization of the wave function Ψ , and 
1 2

( . . . )
N

— = — ,— , , —  is the 3N-dimensional gradi-

ent operator. 

 This equation has the property that an initial starting state ( 0)Ψ τ, =R  decays towards the ground state 

wave function. In DMC the time evolution of Eq. (14) may be followed using a stochastic technique in 

which ( )Ψ τ,R  is represented by an ensemble of 3N-dimensional electron configurations (sometimes 

called ‘walkers’), { }
i

R . The time evolution of these configurations is governed by the Green’s function 

of Eq. (14). Within the short time approximation the Green’s function separates into functions represent-

ing two processes: random diffusive jumps of the configurations arising from the kinetic term and crea-

tion/destruction of configurations arising from the potential energy term. 

 Unfortunately this simple algorithm suffers from two very serious drawbacks. The first is that we have 

implicitly assumed that Ψ  is a probability distribution, even though its fermionic nature means that it 

must have positive and negative parts. The second problem is less fundamental but in practice very se-

vere. The required rate of removing or adding configurations diverges when the potential energy di-

verges, which occurs whenever two electrons or an electron and a nucleus are coincident. This leads to 

extremely poor statistical behaviour. 
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 These problems are dealt with at a single stroke by introducing an importance sampling transforma-

tion. If we consider the mixed distribution 
T

f Ψ Ψ= , where 
T

Ψ  is known as the trial or guiding wave 

function, and substitute into Eq. (14) we obtain 

 
2( ) 1

( ) [ ( ) ( )] ( ( ) ) ( )
2

D L T

f
f f E E f

τ

τ τ τ

τ

∂ ,
- = - — , +— , + - , ,

∂

R
R v R R R R  (15) 

where ( )
D
v R  is the 3N-dimensional drift velocity defined by 

 
( )

( ) ln | ( )|
( )
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D T
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Ψ

Ψ
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R
v R R
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and 

 1 21

2
( ) ( ( ))

L T T
E VΨ Ψ

-

= - — +R R  (17) 

is the local energy. This formulation imposes the fixed-node approximation [35]. The nodal surface of a 

wave function is the surface on which it is zero and across which it changes sign. The nodal surface of Ψ  is 

constrained to be the same as that of 
T

Ψ  and therefore f  can be interpreted as a probability distribution. 

The time evolution generates the distribution 
T

f Ψ Ψ= , where Ψ  is the best (lowest energy) wave function 

with the same nodes as 
T

Φ . The problem of the poor statistical behaviour due to the divergences in the 

potential energy is also solved because the term ( ( ) )
S

V E-R  in Eq. (14) has been replaced by ( ( ) )
L T

E E-R  

which is much smoother. Indeed, if 
T

Ψ  was an exact eigenstate then ( ( ) )
L T

E E-R  would be independent 

of position in configuration space. Although we cannot in practice find the exact 
T

Ψ  it is possible to elimi-

nate the divergences in the local energy by choosing a 
T

Ψ  which has the correct cusp-like behaviour when-

ever two electrons or an electron and a nucleus are coincident [36]. The fixed-node approximation implies 

that we solve independently in different nodal pockets, and at first sight it appears that we have to solve the 

Schrödinger equation in every nodal pocket, which would be an impossible task in large systems. However, 

the tiling theorem for exact fermion ground states [37, 38] asserts that all nodal pockets are in fact equiva-

lent and therefore one only need solve the Schrödinger equation in one of them. This theorem is intimately 

connected with the existence of a variational principle for the DMC ground state energy [38]. 

 A DMC simulation proceeds as follows. First we pick an ensemble of a few hundred configurations 

chosen from the distribution 2| |
T

Ψ  using VMC and the standard Metropolis algorithm. This ensemble is 

evolved according to the short-time approximation to the Green function of the importance-sampled 

imaginary-time Schrödinger equation (Eq. (15)), which involves biased diffusion and addition/subtraction 

steps. The bias in the diffusion is caused by the importance sampling which directs the sampling towards 

parts of configuration space where | |
T

Ψ  is large. After a period of equilibration the excited state con- 

tributions will have largely died out and the configurations start to trace out the probability distribution 

( ) ( ) df fÚR R R. We can then start to accumulate averages, in particular the DMC energy, 
D

E , which is 

given by 

 
( ) ( ) d

( )
( ) d

L

D L i

i

f E
E E

f
= ª .

Ú Â
Ú

R R R

R
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 (18) 

This energy expression would be exact if the nodal surface of 
T

Ψ  was exact, and the fixed-node error is 

second order in the error in the nodal surface of 
T

Ψ  (when a variational theorem exists [38]). The accu-

racy of the fixed node approximation can be tested on small systems and normally leads to very satisfac-

tory results. The trial wave function limits the final accuracy that can be obtained because of the fixed-

node approximation and it also controls the statistical efficiency of the algorithm. Like VMC, the DMC 

algorithm satisfies a zero-variance principle, i.e., the variance of the energy goes to zero as the trial wave 

function goes to an exact eigenstate. 
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Fig. 1 DMC simulation of solid antiferromagnetic NiO. In the lower panel, the noisy black line is the 

local energy after each move, the green line is the current best estimate of the DMC energy, and the red 

line is 
T

E  in Eq. (15) which is varied to control the population of configurations through a feedback 

mechanism. As the simulation equilibrates the best estimate of the energy, initially equal to the VMC en-

ergy, decreases significantly then approaches a constant – the final DMC energy. The upper panel shows 

the variation in the population of the ensemble during the simulation as walkers are created or destroyed. 

3 Miscellaneous issues 

In this section I will discuss some practical issues related to VMC and DMC. 

3.1 More about trial wave functions 

Single-determinant Slater–Jastrow wave functions often work very well in QMC calculations since the 

orbital part alone provides a pretty good description of the system. In the ground state of the carbon 

pseudo-atom, for example, a single Hartree–Fock determinant retrieves about 98.2% of the total energy. 

The remaining 1.8%, which at the VMC level must be recovered by the Jastrow factor, is the correlation 

energy and in this case it amounts to 2.7 eV – clearly important for an accurate description of chemical 

bonding. By definition a determinant of Hartree–Fock orbitals gives the lowest energy of all single-

determinant wave functions and DFT orbitals are often very similar to them. These orbitals are not opti-

mal when a Jastrow factor is included, but it turns out that the Jastrow factor does not change the detailed 

structure of the optimal orbitals very much, and the changes are well described by a fairly smooth change 

to the orbitals. This can be conveniently included in the Jastrow factor itself. 

 How though might we improve on the Hartree–Fock/DFT orbitals in the presence of the Jastrow fac-

tor? CASINO is capable of directly optimizing the atomic orbitals in a single atom by optimizing a pa-

rametrized function that is added to the self-consistent orbitals [39]. This was found to be useful only in 

certain cases. In atoms one often sees an improvement in the VMC energy but not in DMC, indicating 

that the Hartree–Fock nodal surface is close to optimal even in the presence of a correlation function. 

Unfortunately direct optimization of both the orbitals and Jastrow factor cannot easily be done for large 

polyatomic systems because of the computational cost of optimizing large numbers of parameters, and so it 

is difficult to know how far this observation extends to more complex systems. One promising tech-
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nique [30, 31] is to optimize the potential that generates the orbitals rather than the orbitals themselves. 

Another possible way to improve the orbitals over the Hartree–Fock form, suggested by Grossman and 

Mitas [40], is to use a determinant of the natural orbitals which diagonalize the one-electron density matrix. 

It is not immediately clear why this should be expected to work in QMC however – the motivation ap-

pears to be that the convergence of configuration interaction expansions is improved by using natural orbi-

tals instead of Hartree–Fock orbitals. The calculation of reasonably accurate natural orbitals is unfortu-

nately computationally demanding, and this makes such an approach less attractive for large systems. 

 It should be noted that all such techniques which move the nodal surface of the trial function (and 

hence potentially improve the DMC energy) make wave function optimization with fixed configurations 

more difficult. The nodal surface deforms continuously as the parameters are changed, and in the course 

of this deformation the fixed set of electron positions of one of the configurations may end up being on 

the nodal surface. As the local energy ˆHΨ Ψ/  diverges on the nodal surface, the unreweighted variance 

of the local energy of a fixed set of configurations also diverges, making it difficult to locate the global 

minimum of the variance. A discussion of what one might do about this can be found in Ref. [34]. 

 In some cases it is necessary to use multi-determinant wave functions to preserve important symme-

tries of the true wave function. In other cases a single determinant may give the correct symmetry but a 

significantly better wave function can be obtained by using a linear combination of a few determinants. 

Multi-determinant wave functions have been used successfully in QMC studies of small molecular sys-

tems and even in periodic calculations such as the recent study of the neutral vacancy in diamond due to 

Hood et al. [41]. However other studies have shown that while using multideterminant functions gives an 

improvement in VMC, this sometimes does not extend to DMC, indicating that the nodal surface has not 

been improved [39]. 

 It is widely believed that a direct expansion in determinants (as used in, for example, configuration 

interaction calculations) converges very slowly because of the difficulty in describing the strong correla-

tions which occur when electrons are close to one another. These correlations result in cusps in the wave 

function when two electrons are coincident, which are not well approximated by a finite sum of smooth 

functions [42]. However, this is not the whole story, and Prendergast et al. [43] have pointed out that the 

cusp is energetically less important, and that the slow convergence of determinant expansions has a lot to 

do with the description of medium-range correlations. In any case the number of determinants required to 

describe the wave function to some fixed accuracy increases exponentially with the system size; for 

some molecular cases billions of determinants have been used. Ordinarily one might think that an expan-

sion which required so many terms is not a very good expansion, because the basis functions look noth-

ing like the function that is being expanded, but this viewpoint has historically not been popular in the 

quantum chemistry community. As far as QMC is concerned, this would seem to rule out the possibility 

of retrieving a significant extra fraction of the correlation energy with QMC in large systems via an ex-

pansion in determinants. Methods in which only local correlations are taken into account might be help-

ful, but overall an expansion in determinants is not a promising direction to pursue for making QMC trial 

wave functions for large systems. 

 One approach which might be more useful is the backflow technique. Backflow correlations were 

originally derived from a current conservation argument by Feynman [44], and Feynman and Cohen [45] 

to provide a picture of the excitations in liquid 4He and the effective mass of a 3He impurity in 4He. In a 

modern context they can also be derived from an imaginary-time evolution argument [46, 47]. In the 

backflow trial function the electron coordinates 
i
r  appearing in the Slater determinants of Eq. (8) are 

replaced by quasiparticle coordinates, 

 
1

( )

( ) ( )

N

i i ij i j

j
j i

rη

=

π

= + - ,Âr r r r
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where | |ij i jr = -r r . The optimal function ( )ijrη  may be determined variationally, and in so doing the 

nodal surface is shifted. Backflow thus represents another practical possibility for relaxing the constraints 
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of the fixed-node approximation in DMC. Kwon, Ceperley, and Martin [46, 48] found that the introduc-

tion of backflow significantly lowered the VMC and DMC energies of the two and three-dimensional 

uniform electron gas at high densities. The use of backflow has also been investigated for metallic hy-

drogen [49]. A full inhomogeneous backflow algorithm for real polyatomic systems has been imple-

mented in the CASINO 2.0 program [50], and first results for the Ne atom and Ne+ ion are very promis-

ing [39]. One interesting thing that we found is that energies obtained from VMC with backflow ap-

proached those of DMC without backflow. VMC with backflow may thus represent a useful level of 

theory since it is significantly less expensive than DMC. 

 Unfortunately the use of backflow wave functions significantly increases the cost of QMC calcula-

tions. This is largely because every element of the Slater determinant has to be recomputed each time an 

electron is moved, whereas only a single column of the Slater determinant has to be updated after each 

move when the basic Slater–Jastrow wave function is used. The basic scaling of the algorithm with 

backflow is thus N 4 rather than N 3. Backflow functions also introduce more parameters into the trial 

wave function, making the optimization procedure more difficult and costly. However the reduction in 

the variance normally observed with backflow greatly improves the statistical efficiency of QMC calcu-

lations, i.e., the number of moves required to obtain a fixed error in the energy is smaller. In our Ne atom 

calculations [39], for example, it was observed that the computational cost per move in VMC and DMC 

increased by a factor of between four and seven, but overall the time taken to complete the calculations 

increased only by a factor of two to three. Finally, it should be noted that backflow is expected to im-

prove the QMC estimates of all expectation values, not just the energy, so on the whole it appears to be a 

good thing. 

3.2 Basis set expansions: how to represent the orbitals? 

The importance of using good quality single-particle orbitals in building up the Slater determinants in the 

trial wave function is clear. The determinant part accounts for by far the most significant fraction of the 

variational energy. However, the evaluation of the single-particle orbitals and their first and second de-

rivatives can sometimes take up more than half of the total computer time, and consideration must there-

fore be given to obtaining accurate orbitals which can be evaluated rapidly at arbitrary points in space. It 

is not difficult to see that the most critical thing is to expand the single-particle orbitals in a basis set of 

localized functions. This ensures that beyond a certain system size, only a fixed number of the localized 

functions will give a significant contribution to a particular orbital at a particular point. The cost of 

evaluating the orbitals does not then increase rapidly with the size of the system. Note that ‘localized 

basis functions’ can (1) be strictly zero beyond a certain radius, or (2) can decrease monotonically and be 

pre-screened before the calculation starts, so that only those functions which could be significant in a 

particular region are considered for evaluation. 

 An alternative procedure is to tabulate the orbitals and their derivatives on a grid, and this is feasible 

for small systems such as atoms, but for periodic solids or larger molecules the storage requirements 

quickly become enormous. This is an important consideration when using parallel computers as it is 

much more efficient to store the single-particle orbitals on every node. Historically a very large pro-

portion of condensed matter electronic structure theorists have used plane-wave basis sets in their DFT 

calculations. However in QMC, plane-wave expansions are normally extremely inefficient because they 

are not localized in real space; every basis function contributes at every point, and the required number 

of functions increases linearly with system size. Only if there is a short repeat length in the problem are 

plane waves not totally unreasonable. Note that this does not mean that all plane-wave DFT codes are 

useless for generating trial wave functions for CASINO; a post-processing utility can be used to reex-

pand a function expanded in plane-waves in another localized basis before the wave function is input into 

CASINO. The usual thing here is to use some form of localized spline functions on a grid such as the 

‘blip’ functions used by Mike Gillan’s group [51] and implemented in CASINO by Dario Alfè [52]. 

 Another pretty good way to do this is to expand the orbitals in a basis of Gaussian-type functions. 

These are localized, quick to evaluate, and are available from a wide-range of sophisticated software 
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packages. Such a large expertise has been built up within the quantum chemistry community with Gaus-

sians that there is a significant resistance to using any other type of basis. A great many Gaussian-based 

packages have been developed by quantum chemists for treating molecules. The most well-known of 

these are the various versions of the GAUSSIAN package [53]. In addition to the regular single determi-

nant methods, these codes include various techniques involving multi-determinant correlated wave func-

tions (although sadly, not QMC!). This makes them very flexible tools for developing accurate molecular 

trial wave functions. For Gaussian basis sets with periodic boundary conditions, the CRYSTAL pro-

gram [54] can perform all-electron or pseudopotential Hartree–Fock and DFT calculations both for 

molecules and for systems with periodic boundary conditions in one, two or three dimensions, which 

makes it very useful as a tool for generating trial functions for CASINO. 

3.3 Pseudopotentials 

Pseudopotentials or effective core potentials are commonly used in electronic structure calculations to 

remove the inert core electrons from the problem and to improve the computational efficiency. Although 

QMC scales very favourably with system size it has been estimated that the scaling of all-electron calcu-

lations with the atomic number Z is approximately 5 5 6 5
Z

. - .  which is generally considered to rule out ap-

plications to atoms with Z greater than about ten. We have in fact pushed all-electron QMC calculations 

to Z = 54 using techniques to be described in the next section [55] although we were eventually forced to 

stop when smoke was observed coming out of the side of the computer [56]. The use of a pseudopoten-

tial serves to reduce the effective value of Z and although errors are inevitably introduced, the gain in 

computational efficiency is sufficient to make applications to heavy atoms feasible. 

 Accurate pseudopotentials for single-particle theories such as DFT or Hartree–Fock theory are well 

developed, but pseudopotentials for correlated wave function techniques such as QMC present additional 

challenges. The presence of core electrons causes two related problems. The first is that the shorter 

length scale variations in the wave function near a nucleus of large Z require the use of a small time step. 

This problem can be significantly reduced (in VMC at least) by the use of acceleration schemes [57, 58]. 

The second problem is that the fluctuations in the local energy tend to be large near the nucleus because 

both the kinetic and potential energies are large. 

 The central idea of pseudopotential theory is to create an effective potential which reproduces the 

effects of both the nucleus and the core electrons on the valence electrons. This is done separately for 

each of the different angular momentum states, so the pseudopotential contains angular momentum pro-

jectors and is therefore a non-local operator. 

 It is convenient to divide the pseudopotential for each atom into a local part ps

loc ( )V r  common to all 

angular momenta and a correction, ps

nl ( )
l

V r
,

, for each angular momentum l . The electron-ion potential 

energy term in the full many-electron Hamiltonian of the atom then takes the form 
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,

 is a non-local operator which acts on an arbitrary function ( )
i

g r  as follows 
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where the angular integration is over the sphere passing through the 
i
r . This expression can be simplified 

by choosing the z-axis along 
i
r , noting that (0 0) 0

lm
Y , =  for 0m π , and using the definition of the spheri-

cal harmonics to give 

 ps ps

nl nl
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i i l i l i i i

l

l
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+
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where 
l
P  denotes a Legendre polynomial. 
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 It is not currently possible to construct pseudopotentials for heavy atoms entirely within a QMC 

framework, although progress in this direction was made by Acioli and Ceperley [59]. It is therefore 

currently necessary to use pseudopotentials generated within some other framework. Possible schemes 

include Hartree–Fock theory and local DFT, where there is a great deal of experience in generating 

accurate pseudopotentials. There is evidence to show that Hartree–Fock pseudopotentials give better 

results within QMC calculations than DFT ones, although DFT ones work quite well in many cases. The 

problem with DFT pseudopotentials appears to be that they already include a (local) description of corre-

lation which is quite different from the QMC description. Hartree–Fock theory, on the other hand, does 

not contain any effects of correlation. The QMC calculation puts back the valence-valence correlations 

but neglects core–core correlations (which have only an indirect and small effect on the valence elec-

trons) and core-valence correlations. Core-valence correlations are significant when the core is highly 

polarizable, such as in alkali-metal atoms. The core-valence correlations may be approximately included 

by using a ‘core polarization potential’ (CPP) which represents the polarization of the core due to the 

instantaneous positions of the surrounding electrons and ions. Another issue is that relativistic effects are 

important for heavy elements. It is still, however, possible to use a QMC method for solving the 

Schrödinger equation with the scalar relativistic effects obtained within the Dirac formalism incorporated 

within the pseudopotentials. The combination of Dirac–Hartree–Fock pseudopotentials and CPPs ap-

pears to work well in many QMC calculations. CPPs have been generated for a wide range of elements 

(see, e.g., Ref. [60]). 

 Many Hartree–Fock pseudopotentials are available in the literature, mostly in the form of sets of 

parameters for fits to Gaussian basis sets. Unfortunately many of them diverge at the origin, which can 

lead to significant time step errors in DMC calculations [61]. We concluded that none of the available 

sets are ideal for QMC calculations and that it would be helpful if we generated an on-line periodic table 

of smooth non-divergent Hartree–Fock pseudopotentials (with relativistic corrections). This project has 

now been completed by Trail and Needs, and is described in detail in Refs. [62, 63]. 

4 Recent developments 

In this Section 1 will describe some recent improvements to the basic algorithms that improve the ability 

of QMC to (1) treat heavier atoms with all-electron calculations, and (2) to treat larger systems by im-

proving the scaling behaviour. Both these features are implemented in the CASINO code. 

4.1 All-electron QMC calculations for heavier atoms 

At a nucleus the exact wave function has a cusp so that the divergence in the potential energy is can-

celled by an equal and opposite divergence in the kinetic energy. If this cusp is represented accurately in 

the QMC trial wave function therefore, then the fluctuations in the local energy referred to in the previ-

ous section will be greatly reduced. Now if numerical orbitals are used it is relatively easy to produce an 

accurate representation of the cusp. However, as we have already remarked, such representations cannot 

really be used for large polyatomic systems because of the excessive storage requirements. Alternatively 

if the wave function is formed from determinants of single-particle orbitals expanded, for example, in a 

Gaussian basis set, then there can be no cusp in the wave function since Gaussians have zero gradient at 

0r = . The local energy thus diverges at the nucleus. In practice one finds that the local energy has wild 

oscillations close to the nucleus which can lead to numerical instabilities in DMC calculations. To solve 

this problem we can make small corrections to the single particle orbitals close to the nuclei which im-

pose the correct cusp behaviour. Such corrections need to be applied at each nucleus for every orbital 

which is larger than a given tolerance at that nucleus. 

 It is likely that a number of other researchers have developed such schemes, but within the literature 

we are only aware of the scheme developed by Manten and Lüchow [64], which is rather different  

from ours [65]. Our scheme is based on the idea of  making the one-electron part of the local energy 
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for each orbital, 
oe

ˆ /H φ φ , finite at the nucleus. 
oe

ˆH  is given by 

 
2

oe

1
ˆ

2

Z
H

r
= - — - , (23) 

where r  is the distance to the nucleus of charge Z. The scheme need only be applied to the s-component 

of orbitals centred at the nuclear position in question. Inside some radius 
c
r  we replace the orbital ex-

panded in Gaussians by sgn [ ( 0)] exp [ ]r pφ ψ= = , where sgn [ ( 0)]rψ =  denotes the sign of the Gaussian 

orbital at 0r =  and p is a polynomial in r . Therefore ln | | pφ =  and the local energy is given by 

 
2

oe

ˆ

2 2
L

H p p Zp
E

r r

φ

φ

¢ ¢¢ ¢
= = - - - - . (24) 

We impose five constraints, that ( )
c

p r , ( )
c

p r¢ , and ( )
c

p r¢¢  are continuous, that (0)p Z= -¢  (to satisfy the 

cusp condition), and that (0)
L

E  is chosen to minimize the maximum of the square of the deviation of 

( )
L

E r  from an ‘ideal curve’ of local energy versus radius. 

 To see the cusp corrections in action, let us first look at a hydrogen atom where the basis set has been 

made to model the cusp very closely by using very sharp Gaussians with high exponents. Visually (top 

left in Fig. 2) the fact that the orbital does not obey the cusp condition is not immediately apparent. If we 

zoom in on the region close to the nucleus (top right) we see the problem: the black line is the orbital 

expanded in Gaussians, the red line is the cusp-corrected orbital. The effect on the gradient and local 

energy is clearly significant. This scheme has been implemented within the CASINO code both for finite 

and for periodic systems, and produces a significant reduction in the computer time required to achieve a 

specified error bar, as one can appreciate from Fig. 3. 

 In order to understand our capability to do all-electron DMC calculations for heavier atoms, and to 

understand how the necessary computer time scales with atomic number, we performed calculations for 

various noble gas atoms [55]. By ensuring that the electron–nucleus cusps were accurately represented it 
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Fig. 2 Cusp corrections in the hydrogen atom. 

-0.02 -0.01 0 0.01 0.02
0.54

0.55

0.56

Orbital

-0.02 -0.01 0 0.01 0.02
r (Å)

-300

-200

-100

0

Local Energy



phys. stat. sol. (b) 243, No. 11 (2006)  2589 

www.pss-b.com © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 

Review

Article

0 5000 10000 15000 20000
Number of moves

-800

-600

-400

-200

0

   
0 5000 10000 15000 20000

Number of moves
-800

-600

-400

-200

0

Local energy

 

Fig. 3    Local energy as a function of move number in a VMC calculation for a carbon monoxide mole-

cule with a standard reasonably good Gaussian basis set. The cusp corrections are imposed only in the 

figure on the right. The reduction in the local energy fluctuations with the new scheme is clearly apparent. 

 

proved perfectly possible to produce converged DMC energies with acceptably small error bars for at-

oms up to xenon (Z = 54). 

4.2 Improved scaling algorithms 

Let us now consider in more detail how QMC calculations scale with system size, and what one might do 

in order to improve the scaling behaviour. QMC methods are stochastic and therefore yield mean values 

with an associated statistical error bar. We might want to calculate the energy of some system and com-

pare it with the energy of a different arrangement of the atoms. The desired result might be a defect for-

mation energy, an energy barrier, or an excitation energy. These are evidently energy differences which 

become independent of the system size when the system is large enough. To perform such a calculation 

we therefore require an error bar ED  on the energy of the system which is independent of system size, a 

feature denoted here by (1)ED =O . There are other quantities such as cohesive energies, lattice con-

stants, and elastic constants, for example, in which both energy and error bar may be defined per atom or 

per formula unit, in which case the error bar on the whole system is allowed to scale linearly with system 

size, i.e., ( )E ND =O . 

 How does the computational cost C of a QMC calculation, yielding an error (1)ED =O , scale with the 

system size, measured by the number of electrons N? The result for the standard algorithm with localized 

basis sets is 3 4
C AN Nε= + , where ε  is very small [4]. In current solid simulations 2000N £ , and the 

first term in this expression dominates, giving an N 3 scaling for the standard algorithm: double the sys-

tem size and the cost goes up eightfold. What is the best scaling we could possibly achieve? As is well 

known, the best possible scaling for conventional (non-stochastic) single-particle methods such as DFT 

is ( )NO  [66]. A considerable effort has been made over the previous decade to design DFT codes which 

(a) scale linearly with system size, (b) are faster than the regular cubic scaling algorithm for reasonable 

system sizes, and (c) are as accurate as codes using the regular algorithm, with the latter two problems 

being the most difficult. In wave function-based QMC, these additional problems do not occur; with the 

improved scaling algorithms described here the speed benefit is immediate and there is essentially no 

loss of accuracy. However, for the scaling one cannot do better than 2( )NO  in general, unless the desired 

quantity is expressible as an energy per atom. Why is this so? One still has the ‘near-sightedness’ in the 

many-body problem which is exploited in linear scaling DFT algorithms, but the difference is the  

stochastic nature of  QMC. The statistical noise in the energy adds incoherently over the particles, so the 

variance in the mean energy increases as  N (and thus the error bar as N ).  Since the variance is in- 

versely proportional to the number of statistically independent configurations in the calculation, we see 

that to obtain (1)ED =O  we must therefore evaluate the energy of ( )NO  configurations, each of which 

costs ( )NO  operations. This accounts for the ‘extra’ power of N  in the cost of a QMC calculation. How-
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ever, 2( )NO  scaling is still a vast improvement over 3( )NO  scaling when N  can be of the order of a few 

thousand, and clearly the scaling is improved further for properties which can be expressed in terms of 

energies per atom. The primary task is thus to reduce the 3
AN  term to 2

AN . The operations which make 

up this term are (1) evaluation of the orbitals in the Slater determinants, (2) evaluation of the Jastrow 

factor, and (3) evaluation of Coulomb interactions between particles. 

 The first of these operations is by far the most costly. As in ( )NO -DFT methods, the solution is to use 

localized orbitals instead of the delocalized single-particle orbitals that arise naturally from standard 

DFT calculations. The number of such orbitals contributing at a point in space is independent of N  

which leads to the required improvement in scaling. Two different groups using the CASINO code  

have shown that this approach is extremely effective, namely Williamson, Hood, Grossman, and Re-

boredo [15, 67], and Alfè and Gillan [68]. An impartial evaluation of the two different methods [69] 

showed that the latter was superior, and this was the approach finally adopted for the production version 

of CASINO. 

 For the Jastrow factor all that is required to achieve the improved scaling is that it be truncated at 

some distance which is independent of system size. Because the correlations are essentially local it is 

natural to truncate the Jastrow factor at the radius of the exchange-correlation hole. Of course, truncating 

the Jastrow factor does not affect the final answer obtained within DMC because it leaves the nodal sur-

face of the wave function unchanged, although if it is truncated at too short a distance the statistical noise 

increases. The scaling of the Coulomb interactions can be improved using an accurate scheme which 

exploits the fact that correlation is short-ranged to replace the long-range part by its Hartree contribution 

(in the style of the Modified Periodic Coulomb (MPC) interaction [23]). 

 For extremely large systems, the notionally 4
Nε  term might begin to be significant. This arises from 

N  updates of the matrix of cofactors of the inverse Slater matrix (required when computing the ratio of 

new to old determinants after each electron move), each of which takes a time proportional to 2
N , plus 

the extra factor of N  from the statistical noise. In CASINO this operation has been significantly stream-

lined through the use of sparse matrix techniques and we have not yet found a system where it contrib-

utes substantially to the overall CPU time. 

 Taken together the localization algorithms described above should speed up continuum fermion QMC 

calculations significantly for large systems, but we can view it in another light – as an embedding algo-

rithm in which a QMC calculation could be embedded within a DFT one. The idea is to use the higher 

accuracy of QMC where it is most needed, such as around a defect site or in the neighbourhood of a 

molecule attached to a solid surface. Developments along the lines of those described here might allow 

such QMC/DFT embedding calculations to be performed for the first time. This is quite simple in VMC 

although a practical DMC embedding scheme would be more difficult. 

5 Applications 

Time and space preclude me from presenting a long list of applications, but here is an unfair comparison 

of the worst DFT functional with VMC and DMC for some cohesive energies of tetrahedrally-bonded 

semiconductors. Many other applications can be found in Ref. [4]. 

6 The CASINO code 

CASINO [1, 2] is a program package originally developed in Cambridge in the groups of Richard Needs 

and Mike Towler. Its purpose is to perform quantum Monte Carlo electronic structure calculations for 

finite and periodic systems. The philosophy behind it involves generality, speed, portability and ease-of-

use. Generality in this sense means that one ought to be able to create a trial wave function for any sys-

tem, expanded in any of a variety of different basis sets, and use it as input to a CASINO QMC calcula-

tion. Clearly the wave functions must be generated by an external electronic structure program, and this 

must in the past have been persuaded to write out the wave function in a format that CASINO under-

stands, either all by itself, or through the transformation of its standard output using a separate CASINO 
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Table 1 Cohesive energies of tetrahedrally bonded semiconductors calculated within the LSDA, VMC 

and DMC methods and compared with experimental values. The energies for Si, Ge, and C are quoted in 

eV per atom while those for BN are in eV per two atoms. Refs.: a. Farid and Needs [70], and references 

therein. b. Rajagopal et al. [19], c. Li, Ceperley, and Martin [95], d. Fahy, Wang, and Louie [71]. Zero-

point energy corrections of 0.18 eV for C and 0.06 eV for Si have been added to the published values for 

consistency with the other data in the table. e. Malatesta, Fahy, and Bachelet [72], f. Hood et al. [41],  

g. Leung et al. [73], h. Estimated by Knittle et al. [74] from experimental results on hexagonal BN. 

method  Si  Ge  C  BN  

LSDA  5.28a  4.59a  8.61a  15.07e   

VMC  4.38(4)c   3.80(2)b   7.27(7)d   12.85(9)e   

 4.82(7)d    7.36(1) f    

 4.48(1)g      

DMC  4.63(2)g   3.85(2)b   7.346(6) f   

exp.  4.62(8)a  3.85a  7.37a  12.9h  

 

utility. This is one of the main reasons that producing a QMC code is somewhat labour intensive. Main-

taining these interfaces as codes evolve, and persuading their owners that this is a good idea in the first 

place, is a difficult and sometimes frustrating task. It is nevertheless part of the philosophy that CASINO 

should support a reasonably wide range of the most popular electronic structure codes, and at the present 

time this list includes CRYSTAL95/98/03 [54], GAUSSIAN94/98/03 [53], CASTEP [75], ABINIT [76], 

PWSCF [77], ONETEP [78], TURBOMOLE [79] and JEEP. 

 The most important current capabilities of CASINO are as follows: 

 – It can do variational Monte Carlo calculations (including wave function optimization through mini-

mization of the variance or the energy) and diffusion Monte Carlo calculations (branching DMC or pure 

DMC). 

 – It may be applied to finite systems such as atoms and molecules and also to systems with periodic 

boundary conditions in one, two or three dimensions (polymers, slabs/surfaces, crystalline solids) with 

arbitrary crystal structure. 

 – Arbitrary quantum particles (fermion/bosons) with user-defined spin, charge and mass tensor may 

be used in any combination. 

 – It uses flexible Slater–Jastrow many-electron wave functions where the Slater part may consist of 

multiple determinants of spin orbitals. 

 – The code may use orbitals expanded in a variety of basis sets in the determinantal part of the many-

electron trial wave function: (1) s, p, d , f , g  Gaussian basis functions centred on atoms or elsewhere 

(aperiodic or periodic systems) with cusp corrections in the case of all-electron calculations, (2) plane-

waves (periodic systems), (3) blip functions, i.e., cubic splines on a regular grid (aperiodic or periodic 

systems) generated by post-processing the results of a plane-wave calculation, (4) atomic calculations 

with numerical orbitals interpolated from a radial grid. 

 – There are predefined defaults for a variety of 2D/3D electron phases with fluid or crystal wave func-

tions, and electron–hole phases with fluid, crystal, or pairing wave functions, all with arbitrary cell 

shape, spin polarization, density and particle mass ratio. Excited states of these systems may be treated. 

 – Improved scaling behaviour is attainable through use of localized orbitals and localized basis func-

tions. 

 – Both ground and excited state energies may be computed. 

 – The code can compute expectation values of quantities other than the energy such as density, spin 

density, spin density matrix, one- and two-electron density matrix, pair-correlation function, localization 

tensor, structure factors, and electric dipole moment. 

 – Each atom in the system can be treated as all-electron or it may have its core electrons replaced with 

a non-local pseudopotentials with s, p, d , non-locality and, if desired, corresponding core-polarization 

potentials. 
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 – Spin-polarized systems such as magnetic solids may be treated, as can systems with non-collinear 

spins (albeit for a restricted set of cases). 

 – There is a full implementation of backflow correlations for both homogeneous and inhomogeneous 

systems. 

 – A variety of efficient wave function optimization algorithms are implemented. 

 – Electron–electron interactions in peridioc systems may be evaluated using either the standard Ewald 

interaction, our ‘modified periodic Coulomb interaction’ [23] which is faster and has smaller Coulomb 

finite size effects, or directly from the structure factor. 

 And from a computational point of view, one may also note that: 

 – The source code is written in strict compliance with the Fortran90 standard using modern software 

design techniques. It is supposed to be easy to use, easy to install, and easy to read and understand. It 

contains a self-documenting help system and comes with a helpful manual and examples. 

 – The code has been parallelized using the MPI standard and has been tested in parallel on a large 

variety of multiprocessor hardware, such as the Hitachi SR2201, Cray T3E, SGI Origin 2000, SGI Altix, 

IBM SP3, Fujitsu Primepower, Alpha servers, and SunFire Galaxy machines along with standard Linux 

PC clusters. It is also set up for workstation use on DEC Alphas, SGI Octane and O2, Linux PC with 

various compilers. Installed MPI libraries are not required on single processor machines and the code 

should compile and run out of the box on most machines. The speed of the code scales essentially line-

arly with the number of processors on a parallel computer. 

 It is worth sketching a brief history of the CASINO code. Its development was inspired by a Fortran77 

development code (known simply as ‘the QMC code’) written in the early 1990s in Cambridge by Rich-

ard Needs and Guna Rajagopal, assisted by many helpful discussions with Matthew Foulkes. This was 

later extended by Andrew Williamson up to 1995 and then by Mike Towler and Paul Kent up to 1998. 

Various different versions of this were able to treat fcc solids, single atoms and the homogeneous elec-

tron gas. By the late 1990s it was clear that a modern general code capable of treating arbitrary systems 

(e.g. at least atoms, molecules, polymers, slabs, crystals, and electron phases) was required, not only for 

the use of the Cambridge QMC group, but for public distribution. At that time, a user-friendly general 

publically available code did not exist, at least for periodic systems, and it was felt to be a good thing to 

create one to allow other researchers to join in the fun. So beginning in 1999 a new Fortran90 code, CA-

SINO, was gradually developed in the group of Richard Needs initially by Mike Towler, considerably 

assisted from 2002 by Neil Drummond and from 2004 by Pablo Lopez Rios. Some routines from the old 

code were retained, translated and reused, although most were gradually replaced. Various additional 

contributions have been made over the years by Andrew Porter, Randy Hood, Dario Alfè, Andrew Wil-

liamson, Gavin Brown, Chris Pickard, Rene Gaudoin, Ben Wood, Zoltan Radnai and others. The code 

continues to be actively developed. 

7 Discussion and conclusions 

In this article I have provided a very brief review of the VMC and DMC methods, highlighted some 

recent innovations, and introduced our implementation in the CASINO code. I have tried to make the 

case that QMC is a useful addition to the toolbox of the computational electronic structure theorist. 

 That said, it’s important to be honest about the problems with QMC. If it is such a wonderful tech-

nique, why doesn’t everyone use it? Until fairly recently there was a document on the web published by 

David Ceperley’s group entitled ‘Top Ten List of reasons why quantum Monte Carlo is not generally 

used in chemistry’ which might serve as a basis for discussion. The Top Ten list contained the following 

twelve reasons: 

1. We need forces, dummy! 

2. Try getting O2 to bind at the variational level. 

3. How many graduate students lives have been lost optimizing wavefunctions? 

4. It is hard to get 0.01 eV accuracy by throwing dice. 

5. Most chemical problems have more than 50 electrons. 
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6. Who thought LDA or HF pseudopotentials would be any good? 

7. How many spectra have you seen computed by QMC? 

8. QMC is only exact for energies. 

9. Multiple determinants. We can’t live with them, we can’t live without them. 

10. After all, electrons are fermions. 

11. Electrons move. 

12. QMC isn’t included in Gaussian 90. Who programs anyway? 

 This apparently first appeared on the web in 1996, so it might be worth examining whether any pro-

gress has been made in these areas in the last ten years. An attempt at a commentary follows. 

 

1. We need forces, dummy! 

Of course it is true that for QMC to be considered a general method, one ought to be able to calculate forces 

(i.e., derivatives of the energy with respect to nuclear displacements) in order to optimize structures or to 

perform dynamical simulations. In fact almost all QMC calculations up to the present time have been done 

within the Born–Oppenheimer approximation. The nuclear positions are thus fixed during the calcula-

tion and the wave function depends parametrically on the nuclear coordinates. The fixed nuclear posi-

tions are normally taken from geometry optimizations done with alternative methods such as DFT, on the 

principle that DFT is more reliable for geometries than for total energy differences. Calculating forces using 

a stochastic algorithm is a difficult thing to do. A straightforward application of the Hellmann–Feynman 

theorem (where the force is given by the gradient of the potential energy surface with respect to nuclear 

positions) leads to estimators with a very large variance. While a convincing general algorithm has yet to be 

demonstrated for QMC calculations, some progress has been made. The literature contains a variety of 

interesting contributions to this problem, which may be roughly classified into three groups: 

 – finite differences using correlated sampling techniques which take advantages of correlations be-

tween statistical samples to reduce the overall statistical error, e.g. [80]. 

 – methods which use the standard Hellmann–Feynman formula. This is not normally useful in QMC 

as the Hellmann–Feynman estimator (at least with bare nuclei) has an infinite variance associated with 

it. One way of getting round this is to use some renormalized expression for the force, see e.g. [81]. Fur-

thermore, the Hellmann–Feynman expression does not give the exact derivative of the DMC energy if 

the nodal surface is not exact and depends on the nuclear positions. This is due to an additional nodal 

term rising from the action of the kinetic-energy operator on the discontinuity in the derivative of the 

wave function at inexact nodal surfaces [82]. 

 – direct attempts to calculate analytic derivatives, see e.g. [83]. 

 Currently one cannot calculate accurate forces for large systems with QMC. However, some progress 

has been made and one has to be reasonably optimistic that a better general method for calculating forces 

will be devised in the near future. Also worth mentioning is the interesting recent attempt to design a 

coupled QMC and DFT molecular dynamics algorithm by Grossman and Mitas [84]. 
 
2. Try getting O2 to bind at the variational level. 

I haven’t managed to do so either. However, one can choose not to be overly concerned with QMC cal-

culations done at the variational level. The binding energy of the oxygen molecule comes out very accu-

rately in DMC [85, 86]. 
 
3. How many graduate students lives have been lost optimizing wavefunctions? 

To give a feel for the time scale involved in optimizing wave functions, I can tell you about the weekend 

recently when I added the entire G2-1 set [87, 88] to the examples included with the CASINO distribu-

tion. This is a standard set of 55 molecules with various experimentally well-characterized properties 

intended for benchmarking of different quantum chemistry methods see e.g. Ref. [89]. Grossman has 

published the results of DMC calculations of these molecules using pseudopotentials [85], while we are 

doing the same with all-electron calculations [86]. It took a little over three days using only a few single-

processor workstations to create all 55 sets of example files from scratch including optimizing the Jas-
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trow factors for each molecule. While if one concentrated very hard on each individual case one might be 

able to pull a little more energy out of a VMC simulation, the optimized Jastrow factors are all perfectly 

good enough to be used as input to DMC simulations. I suggest that the process is sufficiently automated 

these days that graduate students are better employed elsewhere; certainly we have not suffered any 

fatalities here in Cambridge. 
 
4. It is hard to get 0.01 eV accuracy by throwing dice. 

With modern computers and efficient computer codes there are a great many systems where one can get 

sufficient accuracy in a reasonable time. Obviously this becomes increasingly difficult for heavier atoms 

and large systems, but as discussed previously, satisfying the electron-nuclear cusp condition accurately 

in all-electron calculations or using pseudopotentials helps a lot. 
 
5. Most chemical problems have more than 50 electrons. 

QMC calculations for several thousand electrons (per simulation cell) have been published, and this 

number will only increase with the new improved scaling techniques currently being introduced, and 

with the increasing power of available computational hardware. 
 
6. Who thought LDA or HF pseudopotentials would be any good? 

Very accurate QMC results using LDA/HF pseudopotentials have been published. Such pseudopotentials 

seem to work best for sp-bonded systems, and it is not clear that particularly good results can be obtained 

in systems containing, for example, transition elements. As previously explained, our group has devel-

oped an on-line periodic table containing a new set of smooth non-divergent Dirac–Hartree–Fock pseu-

dopotentials which seem to be particularly satisfactory for QMC calculations [62, 63]. 

 

7. How many spectra have you seen computed by QMC? 

Almost none. The calculation of excited state properties is a difficult problem for most other methods; 

one can sometimes compute the energies of individual excited states pretty accurately with QMC, but the 

calculation of complete spectra is too difficult for the moment. It is very difficult in general to treat fre-

quency-dependent properties. 

 

8. QMC is only exact for energies. 

The problem here is to find unbiased expectation values of operators that do not commute with the Ham-

iltonian. In standard DMC, the time evolution generates the mixed distribution 
0

( ) ( ) ( )
T

f Ψ Ψ=R R R , 

where 
0
( )Ψ R  is the best (lowest energy) wave function with the same nodes as the trial function ( )

T
Ψ R . 

To obtain the exact energy with respect to the distribution 2

0
( )Ψ R  it is necessary to project by means of a 

mixed estimator, which in practice just involves summing the local energies over the positions generated 

in the DMC simulation: 
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 If another operator ˆO  commutes with the Hamiltonian, then any eigenstate of ˆH  is (or may be chosen 

to be) an eigenstate of ˆO  and the same mixed estimator can be used to work out its expectation value. If 
ˆO  and ˆH  do not commute, then the mixed estimator does not give the ground state eigenvalue of ˆO . It is 

a good approximation to it however, and normally lies somewhere between the variational estimate and 

the exact value. 

 In general, the best thing to do to improve the expectation value of an operator that does not commute 

with the Hamiltonian is to improve the trial wave function. One may additionally use the extrapolation 

method [90] which approximates the true estimator as a linear combination of the mixed and variational 

ones, but it is not aesthetically pleasing and may not be particularly accurate in all cases. Note howeve 

that if the operator is just a simple local function of R and not, for example, a differential operator, then 
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various methods can be used to obtain the ground state eigenvalue exactly. Among them are the future 

walking algorithm (clearly explained in Ref. [3]) based on estimating the ratio 
0
/

T
Ψ Ψ  using the asymp-

totic offspring of the DMC branching term, and the related time-correlation method [91]. Both of these 

methods are somewhat delicate however, and lead to signal-to-noise ratios that decay to zero at large 

time. Neither are likely to prove useful for large systems. More recently introduced bilinear methods [92] 

show promise but have not yet been fully developed into a practical general scheme. Probably the best 

scheme for the moment is the ‘reptation QMC’ method of Baroni and Moroni [93]. As mentioned earlier, 

VMC with backflow seems to be almost as good as DMC in some cases, and may represent an attractive 

alternative for computing expectation values other than the energy. 

 

9. Multiple determinants. We can’t live with them, we can’t live without them. 

As we have seen, multiple determinants are occasionally required to preserve important wave function 

symmetries, but more often one sees that using a linear combination of a few determinants can give a 

significantly lower DMC energy (this is absolutely not guaranteed in DMC however). If one does see an 

energy lowering it is because the nodal surface of this wave function is in some sense closer to the true 

one than that of the single determinant trial function. This is a problem not least because most electronic 

structure codes are not capable of generating optimized multiple determinant wave functions using e.g. 

the multi-configuration self-consistent field (MCSCF) method. Of the eight codes in the list supported by 

CASINO, only two (GAUSSIAN and TURBOMOLE) support multideterminant calculations, and to my 

knowledge there is no periodic code that does so. In an earlier section we observed that the number of 

determinants likely to be required in large systems effectively rules this out as a general solution. Orbital 

optimization and the backflow method are likely to prove more useful. 

 

10. After all, electrons are fermions. 

The solution to the fermion sign problem, which in this context means finding a way to bypass the fixed-

node approximation in DMC, is one of the most interesting and important problems in computational 

physics. A solution to this would allow one to provide exact numerical solutions to the many-electron 

Schrödinger equation for fermionic systems (such as those containing electrons). It might seem strange 

to say that a stochastic or Monte Carlo method could solve such a problem exactly, since there is always 

a statistical error associated with the result, but we rely on the central limit theorem to provide an esti-

mate of the probability that the exact results lies within a given interval. If we need to have the error to 

be less than this amount, this implies that the computer time will scale proportional to one over the 

square of the error. 

 We have seen that in DMC random walks serve to filter out the higher energy modes of some initial 

distribution, so that for very large imaginary time, the probability distribution of the random walkers is 

given by the ground state. The problem is that the ground state in question is actually the bosonic ground 

state which has the same sign everywhere in configuration space. It is only by imposing an additional 

boundary condition for the electronic Hamiltonian in the form of the fixed nodal surface that we are able 

to prevent collapse to the bosonic state, and maintain the positive and negative regions which are re-

quired for an antisymmetric wave function. The simplest methods which allow diffusing configurations 

to cross nodes and change the nodal surface, such as release-node Monte Carlo [94], are very inefficient 

because the ‘signal’ quickly becomes overwhelmed by the ‘noise’. Methods which overcome this prob-

lem, such as fermion Monte Carlo [7–9] have been shown to be apparently stable for small test systems, 

but suffer from scaling problems with system size. It should never be forgotten that a genuine solution to 

the fermion sign problem in the context of continuum Monte Carlo methods must not only give the exact 

answer, but must also scale as some low-order polynomial with system size, and work generally rather 

than just for certain special cases. No proposed solution (and there are many in the literature) has all 

these characteristics. Recall that in some sense we already know how to solve the Schrödinger equation 

exactly for any system. One can in principle just do, for example, a full CI expansion in a complete basis 

set. The only trouble is it would take forever to compute and so this is not a viable solution. 
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 That said, the fixed-node approximation is a good one, and one can normally recover well in excess of 

95% of the correlation energy from a DMC calculation. For most problems this turns out to be accurate 

enough. Another approach – which is not a genuine solution to the sign problem but which might be the 

best practical thing to do – would be to optimize the nodal surface in some way, e.g., by optimizing the 

orbitals in the Slater part of the trial wave function (recalling that in some cases more than one determi-

nant might be required for symmetry purposes) or by using backflow correlations. Research is ongoing 

in our group regarding the best way to do this. 

 

11. Electrons move. 

Quite so. 

 

12. QMC isn’t included in Gaussian 90. Who programs anyway? 

Nor in Gaussian94, ’98 or ’03. Neil Drummond, Pablo Lopez Rios and I plus some of our collaborators 

like programming. 

 

So, quite a lot of progress has been made in the theory and practical implementation of quantum Monte 

Carlo over the last few years, but certainly many interesting problems remain to be solved. For its most 

important purpose of calculating highly accurate total energies, the method works well and currently has 

no serious competitors for medium-sized and large systems. The CASINO program [1, 2] has been de-

signed to allow researchers to explore the potential of QMC in arbitrary molecules, polymers, slabs and 

crystalline solids and in various model systems including standard electron and electron–hole phases 

such as the homogenous electron gas and Wigner crystal. 
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