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Electronic excited-state wave functions for quantum Monte Carlo:
Application to silane and methane
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We investigate the efficient construction of guiding wave functions for use in diffusion Monte Carlo
calculations of electronic excited states. We test guiding wave functions obtained from singles-only
configuration interaction, time-dependent density functional theory, and complete active space
self-consistent field methods. The techniques are used to study the first ionization potentials and
excited states of silane and methane. 2@01 American Institute of Physics.
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I. INTRODUCTION Many computational methods have been used to study
excited states. Density-functional thedByFT) and Hartree—

lust ¢ ¢ technoloaical | . 0 I fiock(HF) theory are very successful for calculating ground-
clusters are of great technological Importance. Ine Woullg,q properties, but they often provide a poor description of
like to be able to predict the optical absorption/emission

: o excited states. Many powerful quantum chemistry techniques
spectra of any given molecular structure, but excitation en

such as configuration interactiai€l) and coupled cluster

ergies have proved more difficult to calculate than groundgethods are applicable to excited stdfesdigh quality

The electronic excited states of molecules and large

stat? e;nerg}tez. ": tth's pfa p_Tzr we st(;de ttr;]e smgly |0nt|ﬁe(:_ aNfuantum chemistry calculations have been reported by
neutral excited states ot stian€ and methane using the fixe “hantranuponget al® for excited states of silane and by

node diffusion quantum Monte Carl((DM(_:) method: Si- Mebel et al® for methane. Although these methods can pro-
lane and methane are QOOd benchmarkmg systems as thSMce very accurate results, the computational cost increases
have _been _gwe” studied, both expenmem%ﬁly and very rapidly with the system size and they are therefore lim-
theoretically:™ Our DMC results are in good agreement ited to small molecules. An alternative approach is that of

with the best results obtained in other calculations, Wher?‘nany-body perturbation theory. For one-body excitations

available, but the comparison with experiment is not stralght—Such as ionization energies, techniques based on Hedin's

forward, especially for the vertical transitions. The possibIeGW approximatiof? have proved successful. In optical ab-
role of Jahn—Teller distortions and vibrational structure isSorption the electron—hole interaction can .be included by
discussed in accounting for the apparent discrepancies bgblving the Bethe—Salpeter equati®SE) which involves

tween the theoretical and experlmental results. _ the two-particle Green’s functioh® This GW-BSE ap-
DMC presents an attractive approach for studying elec-

. . ) ) roach has recently been applied to hydrogen-terminated sili-
tronic systems bepause of its potenually high accuracy an@on clusters, including silarfé® Another technique which is
the favorable scaling of the c_omputat|onal cost with syste_ aining in popularity for studying excited states is
size. Very accurate calculations of ground-state energi D-DFT 18 This method has been applied to hydrogen-

have already been demonstrated and in principle such perfo{érmina\ted silicon clusters, including silane, by Vasiliev
mance can also be attained for excited states. The accura 19 ' '

of a DMC calculation is determined by the quality of the '
nodal surface of the guiding wave function. Therefore, we
. Il. METHODS
require an affordable and reasonably accurate method for
generating excited-state guiding wave functions. Grimed. The diffusion quantum Monte Carlo method

et al!® used multiconfiguration self-consistent field calcula-  ppc is a stochastic method for evolving a wave func-
tions (MCSCH to generate a guiding wave functlgn for an jon according to the imaginary-time Schiinger equation.
excited state of bi, more recently, Grossmaet al."” have  the jmaginary-time evolution projects out the ground-state

used a similar approach for the silane and methane mok,mnonent from the starting state. However, because the
ecules. The drawback of this approach is that MCSCF caljaginary-time evolution is stochastic and therefore inexact,

culations are themselves expensive and cannot be applied {Qs sojution converges to the overall ground state, which is
large systems. In this paper, we examine the usefulness @fysonic. In practical calculations the fermionic symmetry is
singles-only CI(CIS) and time-dependent densny_—functlo_nal maintained by the fixed-node approximatfrin which the

theory (TD-DFT) as cheaper methods of generating excitedy,qqa| surface of the wave function is constrained to equal

state guiding wave functions. that of a guiding wave function. The imaginary-time evolu-
tion is accomplished using a density of “walkers,” each of

dElectronic mail: 11@phy.cam.ac.uk which corresponds to a configuration of the system, i.e., to a
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set of electron positions. It has been shéWf that the  B. Construction of excited-state guiding wave
fixed-node DMC energy provides a variational upper boundunctions

on the ground-state energy with an error that is second order  aq qescribed in the previous section, using DMC to cal-

in the error in the nodal surface. _culate an accurate total energy hinges on our ability to obtain
The fixed-node constraint also allows us to study excited, giging wave function with a nodal surface that is as close

states. The DMC algorithm converges to the lowest energy,q nossible to that of the state of interest. The aim here is to

state consistent with the fixed nodal surface, and if we use g, o 4 readily affordable quantum chemistry technique
guiding wave function whose nodal surface approximate%ammy singles-only configuration interactid&1S),2° and

that of an excited state then the DMC energy will normally;estigate whether the resulting improvement in the nodal

be a good approximation to the energy of the excited state. §, tace is sufficient to allow accurate DMC calculations.
is straightforward to show that the DMC algorithm gives the

exact energy of an excited state if the fixed nodal surface is
exact. However, for excited states, the existence of a variat. CIS wave functions and resumming

tional principle is d dent th try of th id- . .
'ona’ principie 1S Zependent Upon the symmetry ot the gul The CIS method is based on constructing a wave func-

ing wave functior?> tion from determinants which invol v singl itati
The guiding wave function introduces importance sam- lon from determinants which Involve only single excitations
from the HF ground-state determinant

pling, and therefore its accuracy controls the statistical effi-
ciency of the algorithm and, via the fixed-node approxima- Ne N,

tion, determines the final accuracy that can be obtained. The |¥)=2>, >, ch|SL). (2.3
repeated evaluation of the guiding wave function and its gra- ar

dient and Laplacian are the most costly parts of the calculaThe configuration$S,) represent single-electron excitations
tion and it is therefore necessary to use guiding wave funcwhere an electron has been removed from occupied owbital
tions which can be computed rapidly. For ground states ofof which there areN.) and put into virtual orbitalr (of
closed-shell systems a single-determinant wave functiowhich there areN,). The expansion coefficients;,, are
constructed from orbitals obtained from a standard, selfdetermined by solving the Schdimger equation in the basis
consistent field calculatiote.g., Hartree—Fogkis normally  of the singly excited determinants.

perfectly adequate. Unfortunately, the same is not generally  Although the CIS wave function neglects all correlation
true of excited states and we must move to more sophistieffects due to double and higher excitations, the approach
cated methods in order to obtain guiding wave functions withhas considerable merit. The CIS wave functions are orthogo-

good nodal surfaces. nal to the ground-state HF determinant and therefore CIS is a
The guiding wave functions used in our calculations arerather natural extension of HF theory to excited states. The
of the Slater—Jastrow form variational determination of the expansion coefficients al-

lows relaxation of the entire wave function in the presence of

Noet tl the excitation, so that it includes a reasonable description of
Y({rh)= 2 ¢iDi Dy |expJ), 2.1 electron—hole interactions. For excitations from a closed-
shell ground state, the CIS wave functions are pure singlets

where{r}={r;,r,, ... ’rNe} is the set of positions of al, ~ and triplets. CIS is also a size-consistent thedryhe CIS

electrons, expf) is a Jastrow facto?* and theD]/D} are method is fairly inexpensive and should be applicable to
Slater determinants of one-particle up-/down-spin orbitalsduite large systems. Another factor which is important for
The Jastrow factor is positive and multiplicative and does not'Sing CIS wave functions within DMC is that the CIS wave
alter the nodes of the wave function which are therefore fixedunction can be handled very efficiently using the simple
by the determinantal part. The determinants, along with theiféSumming technique described below. _
associated coefficients;, may be obtained using a variety ~|f the ground state of the system contalg occupied
of methods as discussed in Sec. Il B. Throughout this papetPin orbitals and we includd, virtual or unoccupied states,
we denote a DMC calculation using a guiding wave functiontheré areNexN, possible singly excited determinants. We
obtained from a particulamethodby DMC(method. write a determinant as
o (I)?ttr?: f(;,)arllr%télatlons presented here, we use a Jastrow fac- bu(ry)  da(ry) ... BTy

h1(ra)  Po(ry)

Ne Np Ne D= -
J==2 [Uor)+U(r]+ 2 2 Sdrw), (2.2 ‘ '
i#j[ o )] ki ST é1(rn,) én ()
whereN,, andN, are the number of atomic nuclei and elec- =[12---Ng.

trons, respectively. The functiod, is chosen such that the
wave function obeys the cusp conditiéhsvhich apply at a
two-electron coalescence. We express hd#mdS, as poly-
nomial expansions in the inter-particle distances. Varianc
minimization techniqué&?® are used to find the optimum €9~

values of the parameters in the Jastrow factor. [12---Ng|+]12"---Ng|=|1(2+2")-- - Ng|. (2.9

Each orbital appears only once in each of tig terms
which make up the determinant. Therefore, we can add to-
gether two determinants which differ only in a single orbital,
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Consequently, theN, determinants obtained by exciting gies within TD-DFT makes use of linear-response theory
from a particular orbital may be resummed into a single dewithin the time-dependent density-functional formalism.
terminant. Since there aié, orbitals to excite from, we can The excitation energies are obtained by calculating the poles
resum the entire CIS wave function intd, determinants. in the dynamic polarizability of the system and the corre-
This represents a considerable saving in the amount of stosponding wave functions may be approximated by expan-
age and computation required when using such a wave funsions in particle—hole pairs.This is the same as the form of
tion in a DMC calculation. For instance, the CIS expansionwave function obtained from a CIS calculation and therefore
for the first singlet excited state of silane considered in Seamay also be fully resummed for use in DMC. In the calcu-
[IIC 1 contains 384 determinants. As silane in a pseudopolations presented here, we use time-dependent density func-
tential calculation has eight electrons, this wave functiontional theory within the adiabatic local density approxima-
may be resummed into just eight determinants. tion and refer to the method as the TD-LDA.

2. Spin eigenfunctions C. Calculation details

In order to construct determinantal wave functions Due to the difficulty of dealing with the tightly bound
which are eigenstates of the spin opera@ysand &2, it is core electrons in DMC? all of the results presented here

necessary to ensure that the spin parts of such wave functioPé\éereﬁbf[ameqrﬁsmg ps;zudotpo'it_er}uals for the S'"fog fa nd (f{ﬁr'
are themselves either symmettfor triplets) or antisymmet- on lons. The pseudopotentials were generated from the

ric (for singlets with respect to particle exchange. If we results of all-electron Hartree—Fock atomic calculations us-
consider an excitation from spatial orbitato spatial orbital ing the method of Troullier and Martin§:* This method

r, then the desired singlet state may be constructed accordirﬁﬁnerates highly transferable pseudopotentials that are also
t(') ite at the origin, which helps to reduce time-step errors in

the DMC calculations.
1 . - The explicit many-body nature of DMC calculations al-
E(lsa>+|sa_>)' (2.9 lows the use of core polarization potenti&BPP$® which
describe the core—valence correlation effects which are ne-

Here,|SL) = (1/\N¢) DY, denotes the excitation of a spin-up glected in standard Hartree—Fock calculations. These poten-
electron from orbitala to orbital r and |sr§> is that for a tials describe the interaction of the valence electrons with
spin-down electron. There are three different triplet state¢hose of the core in terms of classical electrostatics. In the
corresponding to the three possible val(gs0 , —1) of S,. CPP formalism the core—valence correlation is described in
We choose to form the triplet witB,=0 terms of the dipole polarization of the core due to the electric
field of the valence electrons. In this paper, all of the DMC
calculations with the Troullier—Martins HF pseudopotential
incorporate CPPs using the formalism and parameters of
Shirley and Martirt’ which also includes relativistic effects.
We have also performed some calculations with the Si
pseudopotential of Stevems al,>® in order to compare with

In order to study the quality of the nodal surface of thethe results of Grossmaet al®
CIS wave functions, we have also performed some calcula- We use Gaussian basis sets for all of the calculations.
tions with the more accurateand much more expensive For the silicon atom, the basis set consists of 12 uncontracted
complete active space multiconfiguration self-consistent field functions, 6 uncontracteglfunctions, and 2 uncontracted
(CASSCH method®® Unlike CIS, where only single excita- functions. The carbon basis set consists of 12 uncontracted
tions are considered, in CASSCF one constructs all possiblinctions, 8 uncontracteg functions, and 1 uncontractet
excited configurations within a given “active space.” This function. For silane, the hydrogen basis set consists of 13
active space will in general consist of the highest few occuuncontracteds functions and 2 uncontractep functions.
pied molecular orbitals, combined with a certain number ofThat for methane has three additiorsafunctions. Our hy-
the lowest unoccupied molecular orbitals. In addition thedrogen basis sets contain a number of Gaussifumctions
molecular orbitals themselves are also optimized during thevith very large exponents, which help to give a good de-
calculation. CASSCEF is therefore potentially a very accuratescription of the orbitals close to the hydrogen nuclei. Al-
method, but it is very expensive. The number of configurathough these large-exponent Gaussians play little part in
tions that must be considered increases very rapidly with théwering the variational energy, they are important because
size of the active space, which must therefore be somewhahey reduce the violation of the cusp conditidas an elec-
limited. From the DMC point of view, CASSCF also suffers tron approaches a nucleus. This helps to stabilize the DMC
the disadvantage that the number of determinants that can ladgorithm.
resummed is rather limited because the wave function con- The exponents of the Gaussians forming these basis sets
tains doubly- and higher-excited determinants. were first optimized for the ground state of the relevant free

As well as the above methods, we have also used wavatom. Since the interatomic bonding in a molecule alters the
functions obtained from TD-DFT calculatiofi;*® which  optimal form of the basis, the sets were then optimized fur-
have been shown to produce good results for smalther in the relevant molecular environment—in this case, the
molecules’’*2 The calculation of electronic excitation ener- ground states of silane and methane. Care was taken to avoid

'Sy =

1 _
—2<|S%>—IS;>). (2.6)

2

°S0) =

3. Other forms of guiding wave function

Downloaded 24 May 2001 to 131.111.99.234. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



7798 J. Chem. Phys., Vol. 114, No. 18, 8 May 2001 Porter et al.

TABLE I. Our ground-state and atomization energies, calculated within DMC and using LDA-DFT values for
the zero-point energies. Figures in parentheses indicate the standard error in the last decimal place. All energies
are in eV.

DMC ground state energies Other results

Zero-point Atomization
X H XH, energy energy,D, DMC CCSOT) Expt.

SiH, —103.031) —13.60577) —171.642) 0.806 13.382) 13.242)% 13.193)* 13.10-13.17
CH, —147.743) —13.60577) —220.384) 1.167 17.0%) 17.02 17.0216)°

% eller and Dixon(Ref. 44.

bFeller and Dixon(Ref. 44 and references therein.

‘Martin (Ref. 45 and references therein.

IGreeff and LestefRef. 43, to which we have added our value of the zero-point energy.

linear dependencies that occur when exponents becormmgmented by a perturbative correction for triples
equal by ensuring that they remained approximately evehCCSD(T)] result by only 0.184) eV when their value for
tempered. Since the focus of this work is on Rydberg excitedhe zero-point energy is used. Feller and Di%operformed
states which are considerably more diffuse than grounaill-electron calculations, with theslorbital of Si frozen, and
states, it is important to include diffuse functions in the basisused a high-quality basis set. Their final result is an extrapo-
sets. For the hydrogen basis in silafmethang the mini- lation to the complete basis-set limit and incorporates core—
mum s exponent is 0.0380.01) a.u. 2 and the(less impor-  valence correlation and relativistic corrections including the
tant minimum p exponent is 0.5430.34 a.u. 2. The cor-  spin—orbit interaction. The spin—orbit interaction, which is
responding values for the silicon basis are 0.013 and 0.00fot included in our calculation, reduc&, by about 0.02
a.u” 2, respectively, with the minimuna exponent being eV. Our value for the atomization energy of methane is in
0.235 a.u.2. For carbon, the corresponding values areexcellent agreement with the CCSD calculations of
0.0025, 0.015, and 1.1 a:df. Martin® and with experiment.

All of the CIS, CASSCF, DFT, and TD-LDA calcula-
tions presented here were performed usingdhessIAN 98 o _
software packag® while for the DMC calculations we used B lonization potentials
the casiNO® quantum Monte Carlo code, which can be used  First, we study the spectrum associated with the first
for finite or periodic systems in one, two, or three dimen-jonization potential.P.) of silane and methane. Care must

sions. be taken when comparing theoretical results with experiment
since two different I.P.s are commonly quoted, vertical and
IIl. RESULTS adiabatic. The adiabatic I.P. is defined as the energy needed

to ionize a molecule initially in its ground state, witio
changein the vibrational and rotational quantum numbers.

The ground states of SjFand CH, both have tetrahedral Experimentally, it approximately corresponds to the onset of
symmetry. Relaxing the structures within LDA-DFT gave athe peak in the spectrum. The vertical I.P. is the most prob-
Si—H bond length of 1.505 A and a C—H bond length ofable I.P. obtained experimentally, whether or not the vibra-
1.103 A. These bond lengths are in good agreement with théonal and rotational quantum numbers change. It is therefore
corresponding experimental values of 1.474' And 1.09 usually assigned the value of the center of the appropriate
A%, respectively. peak in the spectrum.

In order to validate the basis set and methods, we have The calculation of a complete ionization spectrum is be-
calculated the atomization energi€,, of silane and meth- yond the present capabilities of DMC methods, since one
ane. For the molecule XHwith X={Si,C}, these are calcu- must account for the effect of the generally large number of
lated according to accessible final vibrational and rotational wave states. Each

of these will give rise to an ionization process with a differ-

Do=EgdX) +4EgdH) ~[Egd XHa) + Ezpe(XH4) ], ent energy and a different cross section. Calculation of the
whereEg(X) is the electronic ground-state energy of X and latter is important since it determines the shape of the spec-
Ezpe(XH,) is the zero-point energy of the moleculehich  trum, including the threshold energy at which ionization
we have calculated within the harmonic approximation usingstarts to occur and where the peak lies. The experiments are
LDA-DFT). Table | gives the results of these calculations,normally performed at room temperature; for silane and
along with the relevant ground-state energies. The agreementethane this means that initially the molecules are over-
with both other theoretical calculations and with experimentwhelmingly likely to be in their lowest vibrational states.
is reasonable. Our DMC atomization energy of silane ofConsider what happens if the equilibrium geometries of the
13.382) eV is close to the value of 13.22) eV obtained by neutral and ionized molecules are well separated in configu-
Greeff and Lesté? using DMC (we have corrected their ration space. The cross section for a given transition is pro-
value using our zero-point enerngyOur result differs from portional to the square of the overlap of the vibrational parts
Feller and Dixon'$* coupled-cluster singles and doubles of the wave functions of the initial and final states. As the

A. Ground-state results
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TABLE Il. Geometries obtained within LSDA-DFT for th&; structure of
SiH; and theC,, and D,q4 structures of CH . Bond lengths are in Ang-
stroms and angles are in degrees.

SiH; CH; (Cz) CH; (D2d)
Vestical X—H;, 1.504 1.204 1.137
X—H, 1.859 1.204 1.137
X—H 1.786 1.101 1.137
X=H, 1.504 1.101 1.137
Enerey L / Hy—X—H, 89.07 57.67 141.98
wave function Adiabatic H;—X—H, 101.47 113.99 96.09
amplitude —-— Hy—X—H, 122.45 113.99 96.09
== H,—X—H, 89.06 113.99 96.09
\z Hy—X— H, 101.48 124.69 141.98
ground state of the neutral molecule. Hence, the theoretical
Configuration coordinate

value provides a lower bound on the adiabatic I.P.
FIG. 1. A schematic of theelectronid potential energy surfaces corre- In calculating the adiabatic I.P., we relaxed the ionized
sponding to the ground and singly ionized states of a molecule. Also showmolecules within LSDA-DFT. For silane we find a saddle
are representation; o_f the ground‘— f_md excited—statg vibrationa! wave f“”%oint with D,4 symmetry and a minimum-energy structure
f'zc;rt'isnTSSQﬁfo;QdJﬁifiﬂhfhﬂe:,'zgﬁ'?s of the vertical and adiabatic 'on'with Cs symmetry. In methane we find two stable geom-
etries, one withC,, symmetry and the other with,4 sym-
metry. Although theD,4 structure is 0.15 eV lower than the
final vibrational state is highly excited its vibrational wave C,, structure within LSDA-DFT, in DMC they are even
function has a nearly classical distribution with most of itscloser in energy and differ by less than the statistical error
weight near the classical turning points. The most probabléar of 0.1 eV. The geometries of these configurations, as
transitions are therefore to states vertically above the groundell as that for theC, structure of Sit , are given in Table
state on the configuration—coordinate diagram, see Fig. 1l. We associate the difference in the totaicluding zero-
Within this model the estimate of the vertical ionization en-point) energies of the ionized molecule in its minimum-
ergy is the difference between the excited- and ground-statenergy configuration and the neutral molecule in the

electronic energies in the ground-statg cbnfigurationmi-  structure with the adiabatic I.P.
nusthe zero-point vibrational energy in the ground state, as  The results for the adiabatic 1.P.s quoted in Table IlI
shown in Fig. 1. include the zero-point energiésalculated using a harmonic

The theoretical interpretation of the adiabatic I.P. is alscapproximation within LSDA of 0.806 and 0.746 eV for the
represented in Fig. 1. The adiabatic I.P. is the lowest possiblequilibrium geometries of SiHand SiH; , respectively. The
energy needed to ionize the molecule and is therefore assoerresponding values for methane are 1.167 eV for the neu-
ciated with the onset of the experimental spectrum. As Fig. 1ral ground state and 0.964 eV for i, structure of CH .
implies, the overlap of the vibrational parts of the wave func-(The D4 structure gives almost identical result®ur value
tions is small if the minima in the two potential energy sur- for the adiabatic I.P. of methane is in good agreement with
faces are well separated, and therefore the correspondiipe GW and DMC results of Grossmaet al® (Note that
cross section will be small. If it is too small, then the onset ofGrossmaret al® compare their vertical and adiabatic I.P.s
the spectrum will correspond to excitation into a slightly with an old value of the vertical I.P. of methane which is
higher vibrational state which has a stronger overlap with thesignificantly smaller than the values given by Pulkeral?

TABLE lIl. The vertical and adiabatic first ionization potentials of silane and methane. The vertical I.P.s do not
contain any corrections for vibrational effects while the adiabatic results include the LSDA-DFT zero-point
energies in the neutral and ionized molecules. The two experimental values for each vertical I.P. refer to the
double peaks in the spectra. All energies are in eV.

SiH, CH,

Vertical Adiabatic C) Vertical Adiabatic C,,)
LSDA 12.13 10.74 13.97 12.45
DMC 12.893) 11.143) 14.387) 12.61(6)
|\/|RD_C|a 1272
GW° 12.7 14.3 125
DMCP 12.601) 14.31) 12.71)
Experiment 12.36,12.85 11.66 13.62,14.32 12.78

aChantranupongt al. (Ref. 6.
bGrossmaret al. (Ref. 8.
‘Photoelectron spectroscopy, Pullenal. (Ref. 2.
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When the proper comparisons are made their calculated valABLE V. Assignment of the first few dipole-allowedTg symmetry

ues are in good agreement with experimeatl of the cal- s!nglet exm_ted states in slllane. The transition energies are calcul_ated as
lated adiabatic I.P.s for both silane and methane are S(__)mdlfferences in total electronic energies and do not contain any corrections for

cu T . i $ibrational effects. The oscillator strengths of the transitions are denoted by

what below the experimental values, in agreement with the anq all energies are in ev.

point made earlier that the theoretical value is a lower bound

on this |.P. 2t,—4s 2t,—4p 2t,—5s 2t,—4d
Experimentally, the photoelectron spectrum in the region ¢, cis 0.2330 0.0036 0.2316 0.7641
of the first I.P. shows a double peak for both methane andcis 9.819 11.214 11.879 12.886
silane? The generally accepted explanation is that the double DMC(CIS) 9.472) 10.612)  11.462) 11.542)
peak arises from a Jahn—Teller distortion of the ionized f, MRD'&C'a 0.3382 0.0301 0.5628
545 i . MRD-CI 9.414 10.488 11.305 11.046
molecule; ™ whose ground state is triply degenerate in the Experimert 8.0.0.7 107

T4 geometry. The Born—Oppenheimer separation of the elec
tronic and nuclear degrees of freedom breaks down close taghamfamtlpongflf'- (Ref. Q'J]hf qUOl:ed values are averages of the near-

. . . . . egenerate results given in tnat work.
th|§ geom?try’ and t_h_eremre the vertical e}pp'r.OX|mat|on IS nOEDug(]e to the near deSeneracy of states in this region, this value is a combi-
strictly valid. In addition, there may be significant structure nation of their separate oscillator strengths.
in the vibrational spectra of the molecule which would ren-°‘itoh et al. (Ref. 3.
der the simple vertical approximation inaccurate.

Our DMC results for the vertical I.P.s are also given in

Table Ill. To allow direct comparison with other calculated 1.992) eV in DMC (2.06 eV in CIS which is much larger
values we have not subtracted the zero-point energy froqhan the gap of approximately 0.8 eV between the first two
these vertical I.P.s. Our DMC values for the vertical I.P.s Ofpeaks in the experimental spectrdriThis fact, combined
silane and methane are in good agreement V.V'th_ the allin the similar splitting observed in the first ionization spec-
glectrqn multwefelrence single- and d_ouble-exutaﬂon COM%um of silane, leads to the conclusion that the first excited
figuration interaction(MRD-CI) calculatllons,GW, and the; state is also subject to a Jahn—Teller splitting and is hence
other DMC results, but the ITSDA gives smaller vertical responsible for the first two peaks in the spectrum. This first
[.P.s. All of the calgulated vertical I.P.s lie between the tWOdipoIe-aIIowed excited state is sflike character and hence
peaks of the experimental spectra, except for the LSDA ree assign the first peak in the spectrum to the-24s tran-
sult. If we subtract the zero-point vibrational energy of theSition in agreement with previous studies.

neutral molecule from the calculated valugs described The second brightdipole-allowed excitation that we

abovg then the agreement with experiment is S|gn|f|cantlyﬁnd is unlikely to be observed experimentally since it has a

WOrse. Th? reason fqr th'.s is presumably the InappIICab”"[yvery low oscillator strength in comparison to the other three
of the vertical approximation.

in Table IV. The low oscillator strength stems from the
p-like character of the initial and final orbitals; hence, we
C. Results for excited states assign this to the t2—4p transition, in agreement with
Chantranupongt al®

Finally, the third and fourth bright singlets are found to

The absorption spectrum of silane shows three broathe ofs- andd-like character, respectively. They are therefore
peaks at energies of 8.8, 9.7, and 10.7°¢Rhe assignment identified with the 2,—5s and 2,—4d transitions. Within
of these peaks has been the subject of much déB4f<!” DMC, these two excited states are very nearly degenerate,
with many workers concluding that they correspond tg 2 although their ordering is opposite to that found by
—4s, 2t,—4p or 4d, and 2,—4d or 5s, respectively, Chantranupongt al® The reason for this is that our DMC
where the B, state is the highest-occupied molecular orbitalresult for the 2,—4d excitation energy is-0.5 eV higher
(HOMO). Chantranuponget al. performed accurate all- than was obtained in that work.
electron MRD-CI calculations for the excited states of silane.  Having assigned the excited states, we analyze the accu-
They found only two strong absorption peaks in the relevantacy of the CIS nodal surface and compare our results with
energy range, corresponding to thig-24s transition at an those obtained using other methods. In order to gauge the
energy of 9.4 eV and three closely spaced transitionspf 2 quality of the CIS guiding wave functions, we have repeated
—4d/5s character at 11.0-11.3 eV. These features are corthe calculation of the first singlet and triplet excitations using
firmed by our CIS and DMC calculation$The GW-BSE  the more accurate but much more expensive CASSCF
calculations of Rohlfingt al.” found three strong absorption method. For the results presented here, an active space of
peaks in close correspondence with the experimental onesight (spin-restrictedl orbitals and six electrons was used.
but these calculations are now thought to be subject t@he guiding wave functions used in DMC were constructed
revision®) Chantranuponget al. suggested that the experi- from the 50 most significant Slater determinants in the re-
mental peaks at 8.8 and 9.7 eV derive from a Jahn—Tellesulting expansion, i.e., those with the largest expansion co-
splitting of the triply degeneratet2—4s transition. efficients.

Results for the first few dipole-allowedl'§ symmetry Table V lists results for the ground, first singlet, and first
singlet excited states of silane are shown in Table IV. Intriplet excited states calculated using wave functions of in-
agreement with Chantranupore al.® we find a gap be- creasing accuracy. Guiding wave functions generated using
tween the first two strongly optically allowed excitations of HF, LDA-DFT (not shown in the tab)eor CASSCF were all

1. Silane
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TABLE V. The ground state and lowest singlé€;) and triplet CAE;) in both the singlet and triplet states, but CASSCF does better
excitation energies in silane. The guoted HOMO-LUMO and CIS ground-gyij| - Thjs is especially true for the singlet state since the
state energies are the HF result. The pseudopotential of StevehqRef. . . . L
38) was used for these calculations with the exception of the HOMO—P.aull exchange in th.at case Is not QS significant as fqr the
LUMO calculation for which we used our HF pseudopotentief. 35.  triplet; hence, there is more correlation energy to retrieve.
The transition energies are calculated as differences in total electronic eneHowever, the key point to note from the results in Table V is

gies and do not contain any corrections for vibrational effects. All energiesthe near equality of the DMC results obtained when CIS or

arein ev. CASSCF is used to provide the guiding wave function,
Ground state IAE, SAE; which establishes that their nodal surfaces are of comparable
HOMO—-LUMO? —165.413 11.58)  11.464) quality. , _
DMC(HOMO—LUMO) ~170.572) 10.595) 10.208) For comparison, Table V also contains the results of
CIs —165.413 9.819 8.777 Grossmaret al.? who performed DMC calculations using a
CASSCF —166.946 9.284 8.821 CASSCF guiding wave function. The origin of the (B
Bmggggse ; :i;gg% 3'23((‘5‘; g'géf& eV/0.21) eV disparities between their results and ours for
' ' ’ the first singlet/triplet excitations is unclear: we have re-
DMC(CASSCH® —170.565) 9.1(1) 8.7(1) peated our calculatioffusing the same pseudopotential as
Experiment 8997 87 Grossmaret al®) for the triplet state using a CASSCF wave
3HOMO to LUMO promotion preserving , symmetry. function generated with an active space containing 8 elec-
PGrossmaret al. (Ref. 8 and private communication. trons and 13 orbitals and obtained a virtually identical result.

‘From ltohet al. (Ref. 3. The values refer to the two peaks in the experi- We have also repeated the calculation using the correlation-
dglzr;?(gr?%ic(::;;qlloss result from Curtis and Walk@ef. 49. consistent_basis set emp!oyed by GI’OSSI_@IHH]L8 (excluding
the g function from the Si basjsand obtained results essen-
tially identical (all differences less than 0.05 g¥o those
found to give essentially the sanggound-stateDMC en-  when our basis was used.
ergy. This is despite the fact that the ground-state energy Finally, comparison with experiment shows that our re-
within CASSCF is 1.5 eV lower than that calculated within sults for the singlet excitation lie between the first two peaks
HF. Hence, the ground-state nodal structure is well describedf the spectrum, as would be expected if they are due to a
by a single Slater determinant. Jahn—Teller splitting of this first excited state. Our result for
The simplest method of constructing an excited-statehe triplet is also in agreement with experiment. As we noted
wave function is to promote a single electron from theearlier for the vertical I.P.s, it may be more consistent to
HOMO to the lowest-unoccupied molecular orbitaUMO). subtract the ground-state zero-point vibrational energy from
Since both the HOMO and the LUMO are triply degeneratethe vertical excitation energies, but this does not improve the
in silane and methane, we take a combination of the groundverall agreement with experiment.
state HF orbitals which preserves tfig symmetry of the In Table VI we collect all relevant results for the first
first excited state. As can be seen in Table V, this wavdew bright singlet excitations, the first dark singlet excitation,
function provides a poor description of both the singlet andand the first triplet excitation. We include the values ob-
triplet excited states, both when the energy is evaluatethined using the TD-LDA method and the DMC energies
variationally and when it is used as a guiding wave functioncalculated using those guiding wave functions. It can be seen
within DMC. Moving to CIS produces a large improvement that, whereas the CIS method overestimates the singlet exci-

TABLE VI. The first few excitation energies in silane, including the first datipole-forbidden singlet and
first triplet states. The transition energies are calculated as differences in total electronic energies and do not
contain any corrections for vibrational effects. All energies are in eV.

Singlets
Bright (1T,)

Rydberg assignment s4 4p 5s 4d Dark (*T,) Triplet
CIs 9.819 11.214 11.879 12.886 10.879 8.817
TD-LDA 8.043 8.725 9.989 10.504 8.708 7.839
DMC(CIS) 9.472) 10.612) 11.462) 11.542) 9.722) 8.852)
DMC(TD-LDA) 9.423) 10.534) 11.313) 11.704) 10.103) 8.962)
MRD-CI? 9.414 10.488 11.305 11.046 10.114 9.011
DMC(CASSCH® 9.1(1) 8.7(1)
GW-BSE 9.2 8.5
Experiment 8.9,9% 10.7 8.7

#Chantranuponget al. (Ref. 6. The quoted values are averages of the near-degenerate results given in that
work.

bGrossmaret al. (Ref. 8.

‘From Itohet al. (Ref. 3. The values refer to the positions of the two peaks in the experimental spectrum.
ditoh et al. (Ref. 3.

®Electron energy loss result from Curtis and WalkRef. 49.
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TABLE VII. The first few excitation energies in methane, including the first deigole-forbidden singlet and
first triplet states. The transition energies are calculated as differences in total electronic energies and do not
contain any corrections for vibrational effects. The oscillator strengths of the transitions are denbéed @i

energies are in eV.

Singlets

Bright (1T,)
Rydberg assignment s3 3p 4s 4p Dark (*T,) Triplet
f, CIS 0.1662 0.0042 0.0787 0.1121 0 0
CIs 10.952 12.254 13.127 13.238 12.241 10.135
f, TD-LDA 0.0726 0.0022 0.0138 0.0684 0 0
TD-LDA 9.053 9.867 9.969 10.833 9.855 8.891
DMC(CIS) 10.566) 11.706)  12.746) 12.756) 11.816) 10.186)
DMC(TD-LDA) 10.7Q7) 12.118)  12.51) 12.558) 11.716) 10.168)
f, MRCI? 0.129 0.019 0 0
MRCI? 10.64 11.9 10.25
DMC(CASSCH® 10.41) e 10.1(1)
GW-BSP 10.5 10.1
Experiment 9.7,10.4 11.08 11.6 “e

aMebel et al. (Ref. 9.

bGrossmaret al. (Ref. 8.

€UV absorption with an estimated uncertainty ©10%, Lee and Chian¢Ref. 48.

The values refer to the positions of the two peaks in the experimental spectrum.

€This energy was assigned to thg,4-4s transition by Lee and Chian@Ref. 48, but we find that the mixing
of the MOs in the excited state is too strong to justify this assignment.

tation energies, the TD-LDA method generally underesti-vibrational structure associated with a single electronic exci-
mates them. For the triplet, the CIS result is very close taation, rather than an excitation into two different electronic
experiment while TD-LDA again gives an underestimate.states. Our results for the first few electronic excitations of
However, using the TD-LDA guiding wave functions in methane are given in Table VII. For the optically allowed
DMC produces very similar results to those obtained withsinglets, the trends in the CIS and TD-LDA oscillator
CIS guiding wave functions. Therefore, the nodal surfaces oétrengths and the DMCIS) and DMQTD-LDA) excitation
the wave functions produced by these two methods are adnergies are in good agreement with the multireference ClI
very similar quality. calculations of Mebeét al® The energy obtained for the first
The DMC andGW-BSE results of Grossmaet al® are  pright singlet is also in good agreement with the DMC and
also given in Table VI. Both of these methods give excitationg\W-BSE results of Grossmaet al® For each of the bright
energies that are 0.2-0.3 eV lower than our @) re-  gtates, DMQCIS) is a significant improvement over CIS
sults for both the singlet and triplet excited states. Howevery;itn excitation energies that are consistently 0.4-0.5 eV
as discussed above, we have been unable to find an explangyer. As in silane, the TD-LDA singlet excitation energies

tion for this. 3 S _are much lower than those from CIS and significantly under-
We investigated the stability of the first singlet excited ygtimate the experimental values.

sta}e b3|/ perforfmingda gz_ometry relaxation withi_nhCl;S.hThe For the first triplet excitation, the agreement between our
molecule was found to dissociate into gtHH, with bot DMC(CIS) and DMQTD-LDA) results and the other theo-

product molecules being in singlet states sifgeis con- retical results shown in Table VIl is also good. In fact, the

served. Using DMC, the dissociatiqn energy for this Proces¥|s method also performs well for this state but TD-LDA
was calculated to be-6.143) eV (including ground-state significantly underestimates the triplet energy.

zero—poin_t ener_gies from I__DA—D_F)TIn_cqntrast, the ground Using the TD-LDA wave function within DMC again
state of silane is stable with a dissociation energy of @36 ives results that are very similar to those from DOTS).

eV for this process. This is somewhat greater than the ValuE|ence, the earlier conclusions that were reached on the rela-

6 it [ifa
qf 2.51 eV foupd by Cha.mtr'anupomj al’ The 'fmlt'e life tive quality of the nodal surfaces produced by the two meth-
time of the excited state is likely to be a contributing factor . .

ods in silane still hold.

to the breadth of the peaks in the experimental absorption .
P P P Despite the good agreement between the results of the

spectrunﬁ most reliable theoretical methods listed in Table ¥DIMC,
MRCI, and GW-BSE), all of the excitation energies for

2. Methane which there are corresponding experimental values are too
It is generally accepté@“®that the first excited state of high. We attribute these discrepancies to the use of the ver-

methane is subject to a Jahn—Teller splitting similar to thatical approximation in the theoretical calculations.

discussed for silane above. However, the calculations of Within CIS we find the first excited state of methane to

Mebel et al® have raised the possibility that the lowest two be unstable to dissociation. However, this does not agree

peaks in the absorption spectrum of methane arise from theith the more accurate MRCI calculation of Mebetlal.®
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