
JOURNAL OF CHEMICAL PHYSICS VOLUME 114, NUMBER 18 8 MAY 2001
Electronic excited-state wave functions for quantum Monte Carlo:
Application to silane and methane

A. R. Porter, O. K. Al-Mushadani, M. D. Towler, and R. J. Needsa)

TCM Group, Cavendish Laboratory, University of Cambridge, Madingley Road, Cambridge,
CB3 0HE, United Kingdom

~Received 7 November 2000; accepted 1 December 2000!

We investigate the efficient construction of guiding wave functions for use in diffusion Monte Carlo
calculations of electronic excited states. We test guiding wave functions obtained from singles-only
configuration interaction, time-dependent density functional theory, and complete active space
self-consistent field methods. The techniques are used to study the first ionization potentials and
excited states of silane and methane. ©2001 American Institute of Physics.
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I. INTRODUCTION

The electronic excited states of molecules and lar
clusters are of great technological importance. One wo
like to be able to predict the optical absorption/emiss
spectra of any given molecular structure, but excitation
ergies have proved more difficult to calculate than grou
state energies. In this paper we study the singly ionized
neutral excited states of silane and methane using the fi
node diffusion quantum Monte Carlo~DMC! method.1 Si-
lane and methane are good benchmarking systems as
have been well studied, both experimentally2,3 and
theoretically.4–9 Our DMC results are in good agreeme
with the best results obtained in other calculations, wh
available, but the comparison with experiment is not straig
forward, especially for the vertical transitions. The possi
role of Jahn–Teller distortions and vibrational structure
discussed in accounting for the apparent discrepancies
tween the theoretical and experimental results.

DMC presents an attractive approach for studying el
tronic systems because of its potentially high accuracy
the favorable scaling of the computational cost with syst
size. Very accurate calculations of ground-state ener
have already been demonstrated and in principle such pe
mance can also be attained for excited states. The accu
of a DMC calculation is determined by the quality of th
nodal surface of the guiding wave function. Therefore,
require an affordable and reasonably accurate method
generating excited-state guiding wave functions. Grim
et al.10 used multiconfiguration self-consistent field calcu
tions ~MCSCF! to generate a guiding wave function for a
excited state of H2 ; more recently, Grossmanet al.8 have
used a similar approach for the silane and methane m
ecules. The drawback of this approach is that MCSCF
culations are themselves expensive and cannot be applie
large systems. In this paper, we examine the usefulnes
singles-only CI~CIS! and time-dependent density-function
theory~TD-DFT! as cheaper methods of generating excit
state guiding wave functions.

a!Electronic mail: rn11@phy.cam.ac.uk
7790021-9606/2001/114(18)/7795/10/$18.00
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Many computational methods have been used to st
excited states. Density-functional theory~DFT! and Hartree–
Fock ~HF! theory are very successful for calculating groun
state properties, but they often provide a poor description
excited states. Many powerful quantum chemistry techniq
such as configuration interaction~CI! and coupled cluster
methods are applicable to excited states.11 High quality
quantum chemistry calculations have been reported
Chantranuponget al.6 for excited states of silane and b
Mebel et al.9 for methane. Although these methods can p
duce very accurate results, the computational cost incre
very rapidly with the system size and they are therefore l
ited to small molecules. An alternative approach is that
many-body perturbation theory. For one-body excitatio
such as ionization energies, techniques based on Hed
GW approximation12 have proved successful. In optical a
sorption the electron–hole interaction can be included
solving the Bethe–Salpeter equation~BSE! which involves
the two-particle Green’s function.7,13 This GW-BSE ap-
proach has recently been applied to hydrogen-terminated
con clusters, including silane.7,8 Another technique which is
gaining in popularity for studying excited states
TD-DFT.14–18 This method has been applied to hydroge
terminated silicon clusters, including silane, by Vasili
et al.19

II. METHODS

A. The diffusion quantum Monte Carlo method

DMC is a stochastic method for evolving a wave fun
tion according to the imaginary-time Schro¨dinger equation.
The imaginary-time evolution projects out the ground-st
component from the starting state. However, because
imaginary-time evolution is stochastic and therefore inexa
the solution converges to the overall ground state, which
bosonic. In practical calculations the fermionic symmetry
maintained by the fixed-node approximation,20 in which the
nodal surface of the wave function is constrained to eq
that of a guiding wave function. The imaginary-time evol
tion is accomplished using a density of ‘‘walkers,’’ each
which corresponds to a configuration of the system, i.e., t
5 © 2001 American Institute of Physics
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set of electron positions. It has been shown21,22 that the
fixed-node DMC energy provides a variational upper bou
on the ground-state energy with an error that is second o
in the error in the nodal surface.

The fixed-node constraint also allows us to study exci
states. The DMC algorithm converges to the lowest ene
state consistent with the fixed nodal surface, and if we us
guiding wave function whose nodal surface approxima
that of an excited state then the DMC energy will norma
be a good approximation to the energy of the excited stat
is straightforward to show that the DMC algorithm gives t
exact energy of an excited state if the fixed nodal surfac
exact. However, for excited states, the existence of a va
tional principle is dependent upon the symmetry of the gu
ing wave function.23

The guiding wave function introduces importance sa
pling, and therefore its accuracy controls the statistical e
ciency of the algorithm and, via the fixed-node approxim
tion, determines the final accuracy that can be obtained.
repeated evaluation of the guiding wave function and its g
dient and Laplacian are the most costly parts of the calc
tion and it is therefore necessary to use guiding wave fu
tions which can be computed rapidly. For ground states
closed-shell systems a single-determinant wave func
constructed from orbitals obtained from a standard, s
consistent field calculation~e.g., Hartree–Fock! is normally
perfectly adequate. Unfortunately, the same is not gener
true of excited states and we must move to more soph
cated methods in order to obtain guiding wave functions w
good nodal surfaces.

The guiding wave functions used in our calculations
of the Slater–Jastrow form

C~$r%!5S (
i

Ndet

ciD i
↑D i

↓D exp~J!, ~2.1!

where$r%5$r1 ,r2 , . . . ,rNe
% is the set of positions of allNe

electrons, exp(J) is a Jastrow factor,24 and theD i
↑/D i

↓ are
Slater determinants of one-particle up-/down-spin orbita
The Jastrow factor is positive and multiplicative and does
alter the nodes of the wave function which are therefore fi
by the determinantal part. The determinants, along with th
associated coefficients,ci , may be obtained using a variet
of methods as discussed in Sec. II B. Throughout this pa
we denote a DMC calculation using a guiding wave funct
obtained from a particularmethodby DMC~method!.

In the calculations presented here, we use a Jastrow
tor of the form25

J52(
iÞ j

Ne

@U0~r i j !1U~r i j !#1(
k

Nn

(
i

Ne

Sk~r ik!, ~2.2!

whereNn andNe are the number of atomic nuclei and ele
trons, respectively. The functionU0 is chosen such that th
wave function obeys the cusp conditions26 which apply at a
two-electron coalescence. We express bothU andSk as poly-
nomial expansions in the inter-particle distances. Varia
minimization techniques27,28 are used to find the optimum
values of the parameters in the Jastrow factor.
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B. Construction of excited-state guiding wave
functions

As described in the previous section, using DMC to c
culate an accurate total energy hinges on our ability to ob
a guiding wave function with a nodal surface that is as clo
as possible to that of the state of interest. The aim here i
take a readily affordable quantum chemistry techniq
namely singles-only configuration interaction~CIS!,29 and
investigate whether the resulting improvement in the no
surface is sufficient to allow accurate DMC calculations.

1. CIS wave functions and resumming

The CIS method is based on constructing a wave fu
tion from determinants which involve only single excitatio
from the HF ground-state determinant

uC&5(
a

Ne

(
r

Nv

ca
r uSa

r &. ~2.3!

The configurationsuSa
r & represent single-electron excitation

where an electron has been removed from occupied orbita
~of which there areNe) and put into virtual orbitalr ~of
which there areNv). The expansion coefficients,ca

r , are
determined by solving the Schro¨dinger equation in the basi
of the singly excited determinants.

Although the CIS wave function neglects all correlatio
effects due to double and higher excitations, the appro
has considerable merit. The CIS wave functions are ortho
nal to the ground-state HF determinant and therefore CIS
rather natural extension of HF theory to excited states. T
variational determination of the expansion coefficients
lows relaxation of the entire wave function in the presence
the excitation, so that it includes a reasonable descriptio
electron–hole interactions. For excitations from a clos
shell ground state, the CIS wave functions are pure sing
and triplets. CIS is also a size-consistent theory.29 The CIS
method is fairly inexpensive and should be applicable
quite large systems. Another factor which is important
using CIS wave functions within DMC is that the CIS wav
function can be handled very efficiently using the simp
resumming technique described below.

If the ground state of the system containsNe occupied
spin orbitals and we includeNv virtual or unoccupied states
there areNe3Nv possible singly excited determinants. W
write a determinant as

D5U f1~r1! f2~r1! . . . fNe
~r1!

f1~r2! f2~r2!

A �

f1~rNe
! fNe

~rNe
!

U
5u1 2•••Neu.

Each orbital appears only once in each of theNe! terms
which make up the determinant. Therefore, we can add
gether two determinants which differ only in a single orbit
e.g.,

u1 2•••Neu1u1 28•••Neu5u1~2128!•••Neu. ~2.4!
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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Consequently, theNv determinants obtained by excitin
from a particular orbital may be resummed into a single
terminant. Since there areNe orbitals to excite from, we can
resum the entire CIS wave function intoNe determinants.
This represents a considerable saving in the amount of s
age and computation required when using such a wave f
tion in a DMC calculation. For instance, the CIS expans
for the first singlet excited state of silane considered in S
III C 1 contains 384 determinants. As silane in a pseudo
tential calculation has eight electrons, this wave funct
may be resummed into just eight determinants.

2. Spin eigenfunctions

In order to construct determinantal wave functio
which are eigenstates of the spin operatorsŜz and Ŝ2, it is
necessary to ensure that the spin parts of such wave func
are themselves either symmetric~for triplets! or antisymmet-
ric ~for singlets! with respect to particle exchange. If w
consider an excitation from spatial orbitala to spatial orbital
r, then the desired singlet state may be constructed accor
to

u1Sa
r &5

1

A2
~ uSa

r &1uSā
r̄ &). ~2.5!

Here, uSa
r &5(1/ANe)D a

r denotes the excitation of a spin-u
electron from orbitala to orbital r and uSā

r̄ & is that for a
spin-down electron. There are three different triplet sta
corresponding to the three possible values~1, 0 ,21! of Sz .
We choose to form the triplet withSz50

u3Sa
r &5

1

A2
~ uSā

r̄ &2uSa
r &). ~2.6!

3. Other forms of guiding wave function

In order to study the quality of the nodal surface of t
CIS wave functions, we have also performed some calc
tions with the more accurate~and much more expensive!
complete active space multiconfiguration self-consistent fi
~CASSCF! method.30 Unlike CIS, where only single excita
tions are considered, in CASSCF one constructs all poss
excited configurations within a given ‘‘active space.’’ Th
active space will in general consist of the highest few oc
pied molecular orbitals, combined with a certain number
the lowest unoccupied molecular orbitals. In addition t
molecular orbitals themselves are also optimized during
calculation. CASSCF is therefore potentially a very accur
method, but it is very expensive. The number of configu
tions that must be considered increases very rapidly with
size of the active space, which must therefore be somew
limited. From the DMC point of view, CASSCF also suffe
the disadvantage that the number of determinants that ca
resummed is rather limited because the wave function c
tains doubly- and higher-excited determinants.

As well as the above methods, we have also used w
functions obtained from TD-DFT calculations,14–18 which
have been shown to produce good results for sm
molecules.31,32 The calculation of electronic excitation ene
Downloaded 24 May 2001 to 131.111.99.234. Redistribution subject to A
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within the time-dependent density-functional formalism15

The excitation energies are obtained by calculating the p
in the dynamic polarizability of the system and the cor
sponding wave functions may be approximated by exp
sions in particle–hole pairs.17 This is the same as the form o
wave function obtained from a CIS calculation and theref
may also be fully resummed for use in DMC. In the calc
lations presented here, we use time-dependent density f
tional theory within the adiabatic local density approxim
tion and refer to the method as the TD-LDA.

C. Calculation details

Due to the difficulty of dealing with the tightly bound
core electrons in DMC,33 all of the results presented her
were obtained using pseudopotentials for the silicon and
bon 41 ions. The pseudopotentials were generated from
results of all-electron Hartree–Fock atomic calculations
ing the method of Troullier and Martins.34,35 This method
generates highly transferable pseudopotentials that are
finite at the origin, which helps to reduce time-step errors
the DMC calculations.

The explicit many-body nature of DMC calculations a
lows the use of core polarization potentials~CPPs!36 which
describe the core–valence correlation effects which are
glected in standard Hartree–Fock calculations. These po
tials describe the interaction of the valence electrons w
those of the core in terms of classical electrostatics. In
CPP formalism the core–valence correlation is described
terms of the dipole polarization of the core due to the elec
field of the valence electrons. In this paper, all of the DM
calculations with the Troullier–Martins HF pseudopotent
incorporate CPPs using the formalism and parameters
Shirley and Martin,37 which also includes relativistic effects
We have also performed some calculations with the
pseudopotential of Stevenset al.,38 in order to compare with
the results of Grossmanet al.8

We use Gaussian basis sets for all of the calculatio
For the silicon atom, the basis set consists of 12 uncontra
s functions, 6 uncontractedp functions, and 2 uncontractedd
functions. The carbon basis set consists of 12 uncontracts
functions, 8 uncontractedp functions, and 1 uncontractedd
function. For silane, the hydrogen basis set consists of
uncontracteds functions and 2 uncontractedp functions.
That for methane has three additionals functions. Our hy-
drogen basis sets contain a number of Gaussians functions
with very large exponents, which help to give a good d
scription of the orbitals close to the hydrogen nuclei. A
though these large-exponent Gaussians play little par
lowering the variational energy, they are important beca
they reduce the violation of the cusp condition26 as an elec-
tron approaches a nucleus. This helps to stabilize the D
algorithm.

The exponents of the Gaussians forming these basis
were first optimized for the ground state of the relevant f
atom. Since the interatomic bonding in a molecule alters
optimal form of the basis, the sets were then optimized f
ther in the relevant molecular environment—in this case,
ground states of silane and methane. Care was taken to a
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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Downloaded 24 M
TABLE I. Our ground-state and atomization energies, calculated within DMC and using LDA-DFT value
the zero-point energies. Figures in parentheses indicate the standard error in the last decimal place. All
are in eV.

DMC ground state energies Other results

X H XH4

Zero-point
energy

Atomization
energy,D0 DMC CCSD~T! Expt.

SiH4 2103.03~1! 213.6057~7! 2171.64~2! 0.806 13.38~2! 13.24~2!d 13.19~3!a 13.10–13.17b

CH4 2147.74~3! 213.6057~7! 2220.38~4! 1.167 17.05~5! 17.02c 17.021~6!c

aFeller and Dixon~Ref. 44!.
bFeller and Dixon~Ref. 44! and references therein.
cMartin ~Ref. 45! and references therein.
dGreeff and Lester~Ref. 43!, to which we have added our value of the zero-point energy.
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linear dependencies that occur when exponents bec
equal by ensuring that they remained approximately e
tempered. Since the focus of this work is on Rydberg exc
states which are considerably more diffuse than gro
states, it is important to include diffuse functions in the ba
sets. For the hydrogen basis in silane~methane!, the mini-
mum s exponent is 0.033~0.01! a.u.22 and the~less impor-
tant! minimum p exponent is 0.543~0.34! a.u.22. The cor-
responding values for the silicon basis are 0.013 and 0.
a.u.22, respectively, with the minimumd exponent being
0.235 a.u.22. For carbon, the corresponding values a
0.0025, 0.015, and 1.1 a.u.22.

All of the CIS, CASSCF, DFT, and TD-LDA calcula
tions presented here were performed using theGAUSSIAN 98

software package,39 while for the DMC calculations we use
theCASINO40 quantum Monte Carlo code, which can be us
for finite or periodic systems in one, two, or three dime
sions.

III. RESULTS

A. Ground-state results

The ground states of SiH4 and CH4 both have tetrahedra
symmetry. Relaxing the structures within LDA-DFT gave
Si–H bond length of 1.505 Å and a C–H bond length
1.103 Å. These bond lengths are in good agreement with
corresponding experimental values of 1.474 Å41 and 1.09
Å42, respectively.

In order to validate the basis set and methods, we h
calculated the atomization energies,D0 , of silane and meth-
ane. For the molecule XH4 with X5$Si,C%, these are calcu
lated according to

D05Egs~X!14Egs~H!2@Egs~XH4!1EZPE~XH4!#,

whereEgs(X) is the electronic ground-state energy of X a
EZPE(XH4) is the zero-point energy of the molecule~which
we have calculated within the harmonic approximation us
LDA-DFT!. Table I gives the results of these calculation
along with the relevant ground-state energies. The agreem
with both other theoretical calculations and with experim
is reasonable. Our DMC atomization energy of silane
13.38~2! eV is close to the value of 13.24~2! eV obtained by
Greeff and Lester43 using DMC ~we have corrected thei
value using our zero-point energy!. Our result differs from
Feller and Dixon’s44 coupled-cluster singles and doubl
ay 2001 to 131.111.99.234. Redistribution subject to A
e
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augmented by a perturbative correction for tripl
@CCSD~T!# result by only 0.15~4! eV when their value for
the zero-point energy is used. Feller and Dixon44 performed
all-electron calculations, with the 1s orbital of Si frozen, and
used a high-quality basis set. Their final result is an extra
lation to the complete basis-set limit and incorporates co
valence correlation and relativistic corrections including t
spin–orbit interaction. The spin–orbit interaction, which
not included in our calculation, reducesD0 by about 0.02
eV. Our value for the atomization energy of methane is
excellent agreement with the CCSD~T! calculations of
Martin45 and with experiment.

B. Ionization potentials

First, we study the spectrum associated with the fi
ionization potential~I.P.! of silane and methane. Care mu
be taken when comparing theoretical results with experim
since two different I.P.s are commonly quoted, vertical a
adiabatic. The adiabatic I.P. is defined as the energy nee
to ionize a molecule initially in its ground state, withno
changein the vibrational and rotational quantum numbe
Experimentally, it approximately corresponds to the onse
the peak in the spectrum. The vertical I.P. is the most pr
able I.P. obtained experimentally, whether or not the vib
tional and rotational quantum numbers change. It is there
usually assigned the value of the center of the appropr
peak in the spectrum.

The calculation of a complete ionization spectrum is b
yond the present capabilities of DMC methods, since o
must account for the effect of the generally large number
accessible final vibrational and rotational wave states. E
of these will give rise to an ionization process with a diffe
ent energy and a different cross section. Calculation of
latter is important since it determines the shape of the sp
trum, including the threshold energy at which ionizatio
starts to occur and where the peak lies. The experiments
normally performed at room temperature; for silane a
methane this means that initially the molecules are ov
whelmingly likely to be in their lowest vibrational state
Consider what happens if the equilibrium geometries of
neutral and ionized molecules are well separated in confi
ration space. The cross section for a given transition is p
portional to the square of the overlap of the vibrational pa
of the wave functions of the initial and final states. As t
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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final vibrational state is highly excited its vibrational wav
function has a nearly classical distribution with most of
weight near the classical turning points. The most proba
transitions are therefore to states vertically above the gro
state on the configuration–coordinate diagram, see Fig
Within this model the estimate of the vertical ionization e
ergy is the difference between the excited- and ground-s
electronic energies in the ground-state Td configuration,mi-
nus the zero-point vibrational energy in the ground state,
shown in Fig. 1.

The theoretical interpretation of the adiabatic I.P. is a
represented in Fig. 1. The adiabatic I.P. is the lowest poss
energy needed to ionize the molecule and is therefore a
ciated with the onset of the experimental spectrum. As Fig
implies, the overlap of the vibrational parts of the wave fun
tions is small if the minima in the two potential energy su
faces are well separated, and therefore the correspon
cross section will be small. If it is too small, then the onset
the spectrum will correspond to excitation into a sligh
higher vibrational state which has a stronger overlap with

FIG. 1. A schematic of the~electronic! potential energy surfaces corre
sponding to the ground and singly ionized states of a molecule. Also sh
are representations of the ground- and excited-state vibrational wave
tions. The arrows indicate the definitions of the vertical and adiabatic
ization potentials as used in this paper.
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ground state of the neutral molecule. Hence, the theore
value provides a lower bound on the adiabatic I.P.

In calculating the adiabatic I.P., we relaxed the ioniz
molecules within LSDA-DFT. For silane we find a sadd
point with D2d symmetry and a minimum-energy structu
with Cs symmetry. In methane we find two stable geom
etries, one withC2v symmetry and the other withD2d sym-
metry. Although theD2d structure is 0.15 eV lower than th
C2v structure within LSDA-DFT, in DMC they are eve
closer in energy and differ by less than the statistical er
bar of 0.1 eV. The geometries of these configurations,
well as that for theCs structure of SiH4

1 , are given in Table
II. We associate the difference in the total~including zero-
point! energies of the ionized molecule in its minimum
energy configuration and the neutral molecule in theTd

structure with the adiabatic I.P.
The results for the adiabatic I.P.s quoted in Table

include the zero-point energies~calculated using a harmoni
approximation within LSDA! of 0.806 and 0.746 eV for the
equilibrium geometries of SiH4 and SiH4

1 , respectively. The
corresponding values for methane are 1.167 eV for the n
tral ground state and 0.964 eV for theC2v structure of CH4

1 .
~The D2d structure gives almost identical results.! Our value
for the adiabatic I.P. of methane is in good agreement w
the GW and DMC results of Grossmanet al.8 ~Note that
Grossmanet al.8 compare their vertical and adiabatic I.P
with an old value of the vertical I.P. of methane which
significantly smaller than the values given by Pullenet al.2

n
c-
-

TABLE II. Geometries obtained within LSDA-DFT for theCs structure of
SiH4

1 and theC2v and D2d structures of CH4
1 . Bond lengths are in Ang-

stroms and angles are in degrees.

SiH4
1 CH4

1 (C2v) CH4
1 (D2d)

X–H1 1.504 1.204 1.137
X–H2 1.859 1.204 1.137
X–H3 1.786 1.101 1.137
X–H4 1.504 1.101 1.137
H1–X–H2 89.07 57.67 141.98
H1–X–H3 101.47 113.99 96.09
H1–X–H4 122.45 113.99 96.09
H2–X–H4 89.06 113.99 96.09
H3–X– H4 101.48 124.69 141.98
o not
point

r to the
TABLE III. The vertical and adiabatic first ionization potentials of silane and methane. The vertical I.P.s d
contain any corrections for vibrational effects while the adiabatic results include the LSDA-DFT zero-
energies in the neutral and ionized molecules. The two experimental values for each vertical I.P. refe
double peaks in the spectra. All energies are in eV.

SiH4 CH4

Vertical Adiabatic (Cs) Vertical Adiabatic (C2v)

LSDA 12.13 10.74 13.97 12.45
DMC 12.85~3! 11.12~3! 14.38~7! 12.61~6!
MRD-CIa 12.72 ¯ ¯ ¯

GWb 12.7 ¯ 14.3 12.5
DMCb 12.6~1! ¯ 14.3~1! 12.7~1!
Experimentc 12.36,12.85 11.66 13.62,14.32 12.78

aChantranuponget al. ~Ref. 6!.
bGrossmanet al. ~Ref. 8!.
cPhotoelectron spectroscopy, Pullenet al. ~Ref. 2!.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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When the proper comparisons are made their calculated
ues are in good agreement with experiment.! All of the cal-
culated adiabatic I.P.s for both silane and methane are so
what below the experimental values, in agreement with
point made earlier that the theoretical value is a lower bo
on this I.P.

Experimentally, the photoelectron spectrum in the reg
of the first I.P. shows a double peak for both methane
silane.2 The generally accepted explanation is that the dou
peak arises from a Jahn–Teller distortion of the ioniz
molecule,2,4,5 whose ground state is triply degenerate in t
Td geometry. The Born–Oppenheimer separation of the e
tronic and nuclear degrees of freedom breaks down clos
this geometry, and therefore the vertical approximation is
strictly valid. In addition, there may be significant structu
in the vibrational spectra of the molecule which would re
der the simple vertical approximation inaccurate.

Our DMC results for the vertical I.P.s are also given
Table III. To allow direct comparison with other calculate
values we have not subtracted the zero-point energy f
these vertical I.P.s. Our DMC values for the vertical I.P.s
silane and methane are in good agreement with the
electron multireference single- and double-excitation c
figuration interaction~MRD-CI! calculations,GW, and the
other DMC results, but the LSDA gives smaller vertic
I.P.s. All of the calculated vertical I.P.s lie between the tw
peaks of the experimental spectra, except for the LSDA
sult. If we subtract the zero-point vibrational energy of t
neutral molecule from the calculated values~as described
above! then the agreement with experiment is significan
worse. The reason for this is presumably the inapplicabi
of the vertical approximation.

C. Results for excited states

1. Silane

The absorption spectrum of silane shows three br
peaks at energies of 8.8, 9.7, and 10.7 eV.3 The assignmen
of these peaks has been the subject of much debate,3,6,46,47

with many workers concluding that they correspond tot2

→4s, 2t2→4p or 4d, and 2t2→4d or 5s, respectively,
where the 2t2 state is the highest-occupied molecular orbi
~HOMO!. Chantranuponget al. performed accurate all
electron MRD-CI calculations for the excited states of sila
They found only two strong absorption peaks in the relev
energy range, corresponding to the 2t2→4s transition at an
energy of 9.4 eV and three closely spaced transitions oft2

→4d/5s character at 11.0–11.3 eV. These features are c
firmed by our CIS and DMC calculations.~The GW-BSE
calculations of Rohlfinget al.7 found three strong absorptio
peaks in close correspondence with the experimental o
but these calculations are now thought to be subjec
revision.8! Chantranuponget al. suggested that the exper
mental peaks at 8.8 and 9.7 eV derive from a Jahn–Te
splitting of the triply degenerate 2t2→4s transition.

Results for the first few dipole-allowed (T2 symmetry!
singlet excited states of silane are shown in Table IV.
agreement with Chantranuponget al.,6 we find a gap be-
tween the first two strongly optically allowed excitations
Downloaded 24 May 2001 to 131.111.99.234. Redistribution subject to A
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1.99~2! eV in DMC ~2.06 eV in CIS! which is much larger
than the gap of approximately 0.8 eV between the first t
peaks in the experimental spectrum.3 This fact, combined
with the similar splitting observed in the first ionization spe
trum of silane, leads to the conclusion that the first exci
state is also subject to a Jahn–Teller splitting and is he
responsible for the first two peaks in the spectrum. This fi
dipole-allowed excited state is ofs-like character and henc
we assign the first peak in the spectrum to the 2t2→4s tran-
sition, in agreement with previous studies.

The second bright~dipole-allowed! excitation that we
find is unlikely to be observed experimentally since it ha
very low oscillator strength in comparison to the other thr
in Table IV. The low oscillator strength stems from th
p-like character of the initial and final orbitals; hence, w
assign this to the 2t2→4p transition, in agreement with
Chantranuponget al.6

Finally, the third and fourth bright singlets are found
be ofs- andd-like character, respectively. They are therefo
identified with the 2t2→5s and 2t2→4d transitions. Within
DMC, these two excited states are very nearly degener
although their ordering is opposite to that found
Chantranuponget al.6 The reason for this is that our DMC
result for the 2t2→4d excitation energy is;0.5 eV higher
than was obtained in that work.

Having assigned the excited states, we analyze the a
racy of the CIS nodal surface and compare our results w
those obtained using other methods. In order to gauge
quality of the CIS guiding wave functions, we have repea
the calculation of the first singlet and triplet excitations usi
the more accurate but much more expensive CASS
method. For the results presented here, an active spac
eight ~spin-restricted! orbitals and six electrons was use
The guiding wave functions used in DMC were construc
from the 50 most significant Slater determinants in the
sulting expansion, i.e., those with the largest expansion
efficients.

Table V lists results for the ground, first singlet, and fi
triplet excited states calculated using wave functions of
creasing accuracy. Guiding wave functions generated u
HF, LDA-DFT ~not shown in the table!, or CASSCF were all

TABLE IV. Assignment of the first few dipole-allowed (T2 symmetry!
singlet excited states in silane. The transition energies are calculate
differences in total electronic energies and do not contain any correction
vibrational effects. The oscillator strengths of the transitions are denote
f and all energies are in eV.

2t2→4s 2t2→4p 2t2→5s 2t2→4d

f , CIS 0.2330 0.0036 0.2316 0.7641
CIS 9.819 11.214 11.879 12.886
DMC~CIS! 9.47~2! 10.61~2! 11.46~2! 11.54~2!
f , MRD-CIa 0.3382 0.0301 0.5628b

MRD-CIa 9.414 10.488 11.305 11.046
Experimentc 8.9,9.7 ¯ 10.7 ¯

aChantranuponget al. ~Ref. 6!. The quoted values are averages of the ne
degenerate results given in that work.

bDue to the near degeneracy of states in this region, this value is a co
nation of their separate oscillator strengths.

cItoh et al. ~Ref. 3!.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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found to give essentially the sameground-stateDMC en-
ergy. This is despite the fact that the ground-state ene
within CASSCF is 1.5 eV lower than that calculated with
HF. Hence, the ground-state nodal structure is well descr
by a single Slater determinant.

The simplest method of constructing an excited-st
wave function is to promote a single electron from t
HOMO to the lowest-unoccupied molecular orbital~LUMO!.
Since both the HOMO and the LUMO are triply degener
in silane and methane, we take a combination of the grou
state HF orbitals which preserves theT2 symmetry of the
first excited state. As can be seen in Table V, this wa
function provides a poor description of both the singlet a
triplet excited states, both when the energy is evalua
variationally and when it is used as a guiding wave funct
within DMC. Moving to CIS produces a large improveme

TABLE V. The ground state and lowest singlet (1DE1) and triplet (3DE1)
excitation energies in silane. The quoted HOMO–LUMO and CIS grou
state energies are the HF result. The pseudopotential of Stevenset al. ~Ref.
38! was used for these calculations with the exception of the HOM
LUMO calculation for which we used our HF pseudopotential~Ref. 35!.
The transition energies are calculated as differences in total electronic
gies and do not contain any corrections for vibrational effects. All energ
are in eV.

Ground state 1DE1
3DE1

HOMO–LUMOa 2165.413 11.51~4! 11.46~4!
DMC~HOMO–LUMO! 2170.57~2! 10.59~5! 10.20~8!
CIS 2165.413 9.819 8.777
CASSCF 2166.946 9.284 8.821
DMC~CIS! 2170.57~2! 9.44~4! 8.85~4!
DMC~CASSCF! 2170.51~3! 9.44~5! 8.89~4!

DMC~CASSCF!b 2170.56~5! 9.1~1! 8.7~1!
Experiment ¯ 8.9,9.7c 8.7d

aHOMO to LUMO promotion preservingT2 symmetry.
bGrossmanet al. ~Ref. 8! and private communication.
cFrom Itohet al. ~Ref. 3!. The values refer to the two peaks in the expe
mental spectrum.

dElectron energy loss result from Curtis and Walker~Ref. 49!.
Downloaded 24 May 2001 to 131.111.99.234. Redistribution subject to A
y

d

e

e
d-

e
d
d

n

in both the singlet and triplet states, but CASSCF does be
still. This is especially true for the singlet state since t
Pauli exchange in that case is not as significant as for
triplet; hence, there is more correlation energy to retrie
However, the key point to note from the results in Table V
the near equality of the DMC results obtained when CIS
CASSCF is used to provide the guiding wave functio
which establishes that their nodal surfaces are of compar
quality.

For comparison, Table V also contains the results
Grossmanet al.,8 who performed DMC calculations using
CASSCF guiding wave function. The origin of the 0.3~1!
eV/0.2~1! eV disparities between their results and ours
the first singlet/triplet excitations is unclear: we have
peated our calculation~using the same pseudopotential
Grossmanet al.8! for the triplet state using a CASSCF wav
function generated with an active space containing 8 e
trons and 13 orbitals and obtained a virtually identical res
We have also repeated the calculation using the correlat
consistent basis set employed by Grossmanet al.8 ~excluding
the g function from the Si basis! and obtained results esse
tially identical ~all differences less than 0.05 eV! to those
when our basis was used.

Finally, comparison with experiment shows that our r
sults for the singlet excitation lie between the first two pea
of the spectrum, as would be expected if they are due t
Jahn–Teller splitting of this first excited state. Our result
the triplet is also in agreement with experiment. As we no
earlier for the vertical I.P.s, it may be more consistent
subtract the ground-state zero-point vibrational energy fr
the vertical excitation energies, but this does not improve
overall agreement with experiment.

In Table VI we collect all relevant results for the firs
few bright singlet excitations, the first dark singlet excitatio
and the first triplet excitation. We include the values o
tained using the TD-LDA method and the DMC energi
calculated using those guiding wave functions. It can be s
that, whereas the CIS method overestimates the singlet e

-

er-
s

do not

in that

m.
TABLE VI. The first few excitation energies in silane, including the first dark~dipole-forbidden! singlet and
first triplet states. The transition energies are calculated as differences in total electronic energies and
contain any corrections for vibrational effects. All energies are in eV.

Singlets

Bright (1T2)
Rydberg assignment 4s 4p 5s 4d Dark (1T1) Triplet

CIS 9.819 11.214 11.879 12.886 10.879 8.817
TD-LDA 8.043 8.725 9.989 10.504 8.708 7.839
DMC~CIS! 9.47~2! 10.61~2! 11.46~2! 11.54~2! 9.72~2! 8.85~2!
DMC~TD-LDA ! 9.42~3! 10.53~4! 11.31~3! 11.70~4! 10.10~3! 8.96~2!

MRD-CIa 9.414 10.488 11.305 11.046 10.114 9.011
DMC~CASSCF!b 9.1~1! ¯ ¯ ¯ ¯ 8.7~1!
GW-BSEb 9.2 ¯ ¯ ¯ ¯ 8.5
Experiment 8.9,9.7c ¯ 10.7d

¯ ¯ 8.7e

aChantranuponget al. ~Ref. 6!. The quoted values are averages of the near-degenerate results given
work.

bGrossmanet al. ~Ref. 8!.
cFrom Itohet al. ~Ref. 3!. The values refer to the positions of the two peaks in the experimental spectru
dItoh et al. ~Ref. 3!.
eElectron energy loss result from Curtis and Walker~Ref. 49!.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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Downloaded 24 M
TABLE VII. The first few excitation energies in methane, including the first dark~dipole-forbidden! singlet and
first triplet states. The transition energies are calculated as differences in total electronic energies and
contain any corrections for vibrational effects. The oscillator strengths of the transitions are denoted byf and all
energies are in eV.

Singlets

Bright (1T2)
Rydberg assignment 3s 3p 4s 4p Dark (1T1) Triplet

f , CIS 0.1662 0.0042 0.0787 0.1121 0 0
CIS 10.952 12.254 13.127 13.238 12.241 10.135
f , TD-LDA 0.0726 0.0022 0.0138 0.0684 0 0
TD-LDA 9.053 9.867 9.969 10.833 9.855 8.891
DMC~CIS! 10.56~6! 11.70~6! 12.72~6! 12.75~6! 11.81~6! 10.18~6!
DMC~TD-LDA ! 10.70~7! 12.11~8! 12.5~1! 12.55~8! 11.71~6! 10.16~8!

f , MRCIa 0.129 0.019 ¯ ¯ 0 0
MRCIa 10.64 11.9 ¯ ¯ ¯ 10.25
DMC~CASSCF!b 10.4~1! ¯ ¯ ¯ ¯ 10.1~1!
GW-BSEb 10.5 ¯ ¯ ¯ ¯ 10.1
Experimentc 9.7,10.4d 11.08 11.6e ¯ ¯

aMebel et al. ~Ref. 9!.
bGrossmanet al. ~Ref. 8!.
cUV absorption with an estimated uncertainty of610%, Lee and Chiang~Ref. 48!.
dThe values refer to the positions of the two peaks in the experimental spectrum.
eThis energy was assigned to the 1t2→4s transition by Lee and Chiang~Ref. 48!, but we find that the mixing
of the MOs in the excited state is too strong to justify this assignment.
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tation energies, the TD-LDA method generally undere
mates them. For the triplet, the CIS result is very close
experiment while TD-LDA again gives an underestima
However, using the TD-LDA guiding wave functions i
DMC produces very similar results to those obtained w
CIS guiding wave functions. Therefore, the nodal surface
the wave functions produced by these two methods are
very similar quality.

The DMC andGW-BSE results of Grossmanet al.8 are
also given in Table VI. Both of these methods give excitat
energies that are 0.2–0.3 eV lower than our DMC~CIS! re-
sults for both the singlet and triplet excited states. Howev
as discussed above, we have been unable to find an exp
tion for this.

We investigated the stability of the first singlet excit
state by performing a geometry relaxation within CIS. T
molecule was found to dissociate into SiH21H2 with both
product molecules being in singlet states sinceSz is con-
served. Using DMC, the dissociation energy for this proc
was calculated to be26.14~3! eV ~including ground-state
zero-point energies from LDA-DFT!. In contrast, the ground
state of silane is stable with a dissociation energy of 3.36~3!
eV for this process. This is somewhat greater than the va
of 2.51 eV found by Chantranuponget al.6 The finite life-
time of the excited state is likely to be a contributing fac
to the breadth of the peaks in the experimental absorp
spectrum.3

2. Methane

It is generally accepted46,48 that the first excited state o
methane is subject to a Jahn–Teller splitting similar to t
discussed for silane above. However, the calculations
Mebel et al.9 have raised the possibility that the lowest tw
peaks in the absorption spectrum of methane arise from
ay 2001 to 131.111.99.234. Redistribution subject to A
i-
o
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f
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vibrational structure associated with a single electronic ex
tation, rather than an excitation into two different electron
states. Our results for the first few electronic excitations
methane are given in Table VII. For the optically allowe
singlets, the trends in the CIS and TD-LDA oscillat
strengths and the DMC~CIS! and DMC~TD-LDA ! excitation
energies are in good agreement with the multireference
calculations of Mebelet al.9 The energy obtained for the firs
bright singlet is also in good agreement with the DMC a
GW-BSE results of Grossmanet al.8 For each of the bright
states, DMC~CIS! is a significant improvement over CIS
with excitation energies that are consistently 0.4–0.5
lower. As in silane, the TD-LDA singlet excitation energie
are much lower than those from CIS and significantly und
estimate the experimental values.

For the first triplet excitation, the agreement between
DMC~CIS! and DMC~TD-LDA ! results and the other theo
retical results shown in Table VII is also good. In fact, t
CIS method also performs well for this state but TD-LD
significantly underestimates the triplet energy.

Using the TD-LDA wave function within DMC again
gives results that are very similar to those from DMC~CIS!.
Hence, the earlier conclusions that were reached on the
tive quality of the nodal surfaces produced by the two me
ods in silane still hold.

Despite the good agreement between the results of
most reliable theoretical methods listed in Table VII~DMC,
MRCI, and GW-BSE!, all of the excitation energies fo
which there are corresponding experimental values are
high. We attribute these discrepancies to the use of the
tical approximation in the theoretical calculations.

Within CIS we find the first excited state of methane
be unstable to dissociation. However, this does not ag
with the more accurate MRCI calculation of Mebelet al.,9
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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who found two stable geometries~corresponding to two dif-
ferent excited electronic states that are degenerate in thTd

structure!—one withCs ~but close toC3v) symmetry and the
other withC2v symmetry. This stability to dissociation pre
sumably contributes to the better definition of the peaks
the spectrum48 as compared to the very broad peaks seen
the absorption spectrum of silane.3

IV. CONCLUSIONS

We have described the calculation of excited electro
states within DMC using guiding wave functions obtain
with the CIS, TD-LDA, and CASSCF methods. Although th
TD-LDA excitation energies are significantly smaller th
the CIS ones, the DMC energies obtained using the CIS
TD-LDA guiding wave functions are very similar. Thes
DMC energies are also comparable with those obtained
ing guiding wave functions from the more accurate but
pensive CASSCF method. This is important because the
and TD-LDA methods are relatively inexpensive and co
therefore be used to provide accurate guiding wave funct
for DMC calculations of excitation energies in large mo
ecules.

The lowest absorption energies of silane and meth
are quite close to the ionization threshold, and the excitati
are into Rydberg states. The ionization and absorption p
cesses are therefore closely related. The origin of the dou
peaked structure in the photoelectron spectra and the lo
two peaks resolved in the absorption spectra of silane
methane is most likely to be due to the Jahn–Teller splitt
of the first ionized/excited state,2,4,5 or possibly the vibra-
tional structure associated with the ionized/excited sta9

The presence of the Jahn–Teller distortion and the poss
ity of important effects from the vibrational structure com
plicates the comparison of theoretical results with measu
vertical ionization and excitation energies. Presumably
explains why there are discrepancies between the theore
and experimental results for the vertical transitions, wh
there is very good agreement between the most adva
theoretical calculations.

We therefore conclude that the DMC method, combin
with suitable methods for generating excited-state guid
wave functions such as CIS, is a viable and potentially v
accurate method for calculating the excited states of m
ecules.
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